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ABSTRACT OF THE DISSERTATION

Energy Focusing through Distributed

Beamforming in Internet of Things :

Mechanisms and Applications

by Xiaoran Fan

Dissertation Director: Dr. Dipankar Raychaudhuri

In this thesis, we discuss the feasibility of using distributed antenna systems to

facilitate the deployment of IoT devices. Our approaches are inspired by Fresnel

zone plates focusing light. In our design, in a manner analogous to creating

a Fresnel zone plate, we discretize the zone plates into multiple independent

phase shifters. Each phase shifter is a far-field RF transmitter in our system.

Specifically, by coherently combining the phase of each RF transmitter in a 3D

distributed antenna system, the system forms an energy ball at the target location

where the energy density level is significantly higher than the energy density level

at any other locations. Our results demonstrate that this energy ball has great

potential to be leveraged to solve many fundamental problems in IoT and enable

exciting IoT applications.

In the first part of this thesis, we discuss how a distributed antenna system

contributes to an IoT system’s confidentiality gains. Ensuring confidentiality
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of communication is fundamental to securing the operation of a wireless IoT

system, where eavesdropping is easily facilitated by the broadcast nature of the

wireless medium. By applying distributed beamforming among a coalition, we

show that a new approach for assuring physical layer secrecy, without requiring

any knowledge about the eavesdropper or injecting any additional cover noise,

is possible if the transmitters frequently perturb their phases around the proper

alignment phase while transmitting messages. This approach is readily applied

to amplitude-based modulation schemes, such as PAM or QAM. We present our

secrecy mechanisms, prove several important secrecy properties, and develop a

practical secret communication system design.

In the next part of this thesis, we discuss how a distributed antenna system

contributes to an IoT system’s energy efficiency gains. In order to meet the

ever-growing energy demand from the next billion IoT devices, we present a new

wireless power transfer (WPT) approach by aligning the phases of a collection of

radio frequency (RF) energy chargers at the target receiver device. Our approach

can ship energy over tens of meters and to mobile targets. More importantly,

our approach leads to a highly asymmetric energy density distribution in the

charging area: the energy density at the target receiver is much higher than the

energy density at other locations. It is a departure from existing beamforming

based WPT systems that have high energy along the energy beam path. Such

a technology can enable a large array of batteryless IoT applications and render

them much more robust and long-running. Thanks to its asymmetric energy

distribution, our approach potentially can be scaled up to ship higher level of

energy over longer distances.

We design, prototype, and evaluate the proposed distributed antenna system.

We implement the testbed that consists of 17N210 and 4 B210 Universal Software

Radio Peripheral (USRP) nodes, yielding a 20×20 m2 experiment area. Depend-

ing on system parameter settings, we measure that the eavesdroppers failed to
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decode 30%−60% of the bits across multiple locations while the intended receiver

has an estimated bit error ratio of 3 × 10−6. Our results also show the system

can deliver over 0.6mw RF power that enables batteryless mobile sensors at any

point across the area.

In the last part of this thesis, we build a distributed beamforming system

that can continuously charge tiny IoT devices placed in hard-to-reach locations

(e.g. medical implants) with consistent high power, even when the implant moves

around inside the human body. To accomplish this, we exploit the unique energy

ball pattern of the distributed antenna array and devise a backscatter-assisted

beamforming algorithm that can concentrate RF energy on a tiny spot surround-

ing the medical implant. Meanwhile, the power levels on other body parts stay

at a low level, reducing the risk of overheating. We prototype the system on 21

software-defined radios and a printed circuit board (PCB). Extensive experiments

demonstrate that the proposed system achieves 0.37 mW average charging power

inside a 10 cm-thick pork belly, which is sufficient to wirelessly power a range

of commercial medical devices. Comparisons with the state-of-the-art powering

approaches shows that our system achieves 5.4×–18.1× power gain when the

implant is stationary, and 5.3×–7.4× power gain when the implant is in motion.
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Chapter 1

Introduction

1.1 Distributed Antenna System

Recently, wireless access point designs are undergoing a major shift from co-

located antennas to distributed antennas connected to a centralized processor

for signal processing [2, 3]. The primary reason behind this shift is that the

distributed antenna systems (DAS) achieve better spatial diversity, higher cell and

network capacity, and scale better to the increasing number of end-devices [4, 5].

Today, major cellular providers like Verizon, AT&T, and Vodafone have already

planned their DAS worldwide, e.g., cloud radio access networks (C-RAN). In

wireless local area networks (WLAN), we also witness the trend of Wi-Fi access

points coupled with multiple extenders per geographical area. These spatially

distributed transmitters/receivers essentially form a distributed antenna system.

Noticing the proliferation of distributed antenna systems in both global and

local settings, in this thesis we ask an important question – is it possible to fa-

cilitate the deployment of IoT devices with distributed antenna systems? Our

discussion in this thesis gives an affirmative answer and points out the way to

achieve this: performing beamforming on distributed antenna systems, or dis-

tributed beamforming for short. Specifically, by coherently combining the phase

of each antenna in a 3D distributed antenna system, we form an energy ball at

the target location where the energy density level is significantly higher than the



2

...

24TX

BS

...

...

...

6TX
6TX

6TX

6TX

(a) (b)

Figure 1.1: Comparison of the energy density heatmap generated by (a) a lineary
antenna array and (b) a distributed antenna array with the same number of
antennas (24 in both cases). The receiver is placed at the center of the rectangular
area.

energy density level at any other locations1. This energy ball differs from the

conventional energy beam generated by the co-located antenna array, as shown

in Figure 1.1.

1.2 When IoT Meets DAS

The Internet of Things (IoT) envisions an ubiquitous connectivity among billions

of everyday objects. Today’s IoT devices are energy efficient, consuming orders

of magnitude lower power than the conventional sensors on computing, sensing,

and communication. Today’s IoT devices are also becoming increasingly smaller,

which makes them deployable anywhere, on any item, e.g., swallowed or injected

into human body for vital signs monitoring [6], placed on a tiny insect for habitat

monitoring [7]. While these IoT devices have proved their utilities in many ways,

they are still facing fundamental challenges such as security and energy efficiency

when deployed at scale or operated in long-term periods. On the other hand, the

unique energy pattern of DAS has been largely overlooked since the industrial

1This energy ball maps to an energy disk in 2D space.
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and research focus in DAS are synchronization, communication throughput gain,

and deployment. This energy pattern in fact provides a plausible angle to solve

fundamental challenges in IoT systems. We envision at least three ways DAS can

facilitate IoT deployment:

Secure IoT communication. By examining how the transmitter signals

coherently combine at the receiver, we show that phase alignment accomplishes

highly efficient secret communication against eavesdroppers without knowing their

location, nor introducing any additional signal/noise. Also, to engage in secret

communication, a distributed phase alignment system only needs to introduce

very minor modifications to their normal transmission procedure. Once the trans-

mitters’ phases are adjusted so that they are aligned at the receiver, they may

start to communicate secretly to the receiver, by periodically dithering its phase

around the proper alignment phase during transmission. In this way, the system

naturally achieves secret communication. Firstly, the secret recipient’s SNR is

largely increased by aligning the phases at the intended recipient (and the SNR

at eavesdroppers’ locations are significantly decreased). After the phase alignment

is achieved, slight dithering of the phases has negligible impact on the alignment,

but can create high received signal strength (RSS) variation at other locations,

hindering anyone else from decoding the signal. Thirdly, it does not involve uti-

lizing interference for secrecy, which complicates system design, requires complex

interference cancellation and decoding schemes, which are unlikely to be allowed

in practical systems.

Pushing the Limit of Wireless Power Transfer for Batteryless IoT.

As people endeavor to deliver higher amount of energy over longer distances, it

is hard to strike the balance between delivering high energy level at target location

and lowering energy density at other non-target locations because many wireless

transfer systems incur higher energy on the transmitter-receiver path than at

the target. In our study, we design and build a distributed beamforming based
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WPT approach that can (1) deliver energy over tens of meters and (2) have the

maximum energy level at the target location. Such an approach can potentially

lead to safe and practical wireless charging solutions - by controlling the power

level at the target within a safe range, we can ensure that the power level at

other locations is also safe. Also, due to its distributed nature, our approach

can efficiently transfer energy even when there are human subjects or other large

obstacles in the space; while in a traditional beamforming based WPT system,

having obstacles on the beam may significantly undermine the energy transfer

efficiency.

Deliver power to tiny and battery-free IoT devices that are placed

in extreme environments. Maintaining batteries are usually not feasible as

these tiny IoT devices may be deployed in an inaccessible environment (e.g.,

volcano or swamp) or injected into the human body. It is possible to power

up in-body IoT devices using DAS. However, the major challenge is that the RF

signals experience severe attenuation as they propagate in human tissues. Blindly

amplifying the signal power is unfeasible due to the inherent health hazard. e.g.,

skin burning. The state-of-the art system, IVN [8], combines multiple signal

streams transmitted over different frequencies to boost the received power at

the target location under unknown channel conditions. However, this algorithm

inevitably overheats the other parts of human bodies as well, which may inherently

violates FCC’s regulation on RF exposure. In contrast, by leveraging the energy

ball, we can increase the energy density level at the target location (i.e., where

the in-body IoT device stays) while avoiding overheating at other parts of the

human body. However, there are new challenges in the context of distributed

beamforming for implants. The implants usually run in extremely low power

fashion, which prohibiting them undergo complex computing tasks. Also the RF

signal experiences excessive path loss in the human tissue. Realizing distributed

beamforming based on feedback can be a daunting task. Last but not least, the
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implanted devices can work in a fully passive manner. It is a ’chicken or the egg’

problem. A proper plan to bootstrap is required.

1.3 Road Map

In the first part, we show, when distributed transmitters align their phases at

a common receiver, that several secrecy-supporting properties result. Further,

secrecy is possible without requiring knowledge of the eavesdropper or the use of

interference. By leveraging these properties, we present a new approach, referred

as Secret-Focus , that builds a highly efficient secret communication channel on top

of distributed phase alignment. We implemented a prototype Secret-Focus system

that used amplitude-based modulation on top of phase alignment, to achieve

secret communication between a coalition and an intended receiver. We presented

an implementation using USRPs and experimental results that shows Secret-Focus

can be built practically with a distributed set of transmitters employing phase

alignment. Our detailed measurements demonstrate that Bob can achieve a very

low BER, 3.1 × 10−6 when more than 160M bits are transmitted, while Eve’s

BER is between 30%− 60% across multiple measurement locations. In addition,

we also show that Eve cannot eavesdrop even at extreme locations, such as in

the close proximity of Bob, or one wavelength away from one of the transmitters

antennas.

In the next part, we present a new WPT approach that transfers wireless

energy to intended receivers by arranging a group of distributed transmitters

around the receiver and coherently combining their phases at the receiver. This

approach is a departure from existing beamforming based WPT approaches which

have high energy on the energy beam path. The key innovation of our approach

is that it can maximize the received power solely at the receiver, and have low

received power at other locations across the space. Through detailed evaluation
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using 21 USRP nodes across a 20×20m2 area, we show that the proposed approach

can maximize the power level at the target receiver, can deliver a consistent

amount of power to any point in the area, can charge a mobile receiver, and can

continuously power a low-power IoT node at any point across the area.

Lastly, we propose a multi-antenna system that can continuously charge the

medical implant at the near optimal beamforming power, even when the implant

moves around inside the human body. But there are servral challenges needed

to be tackle down. RF signal generation is quite power hungry, which becomes

especially challenging for medical implants that are deeply power constrained [9].

In practice, to minimize power consumption, the RF radio of a medical implant

typically adopts a rather low power amplification coefficient [10]. Therefore, the

resulting preamble signals are very weak, which are then made even worse by

the fast decaying radiation efficiency of an in-body antenna. The antenna’s ra-

diation efficiency decays significantly due to its miniature size, i.e., 10 – 20 dB

loss compared to the weak transmission signals [11, 12]. Furthermore, RF sig-

nals experience exponentially more attenuation in human tissues than in air, e.g.,

40 dB loss over just a few centimeters in muscles [13]. As a result, the received

signal is usually well below the noise floor, hence the failure to provide accurate

CSI estimation. We have to overcome the above challenges for a robust inbody

wireless power delivery system.
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Chapter 2

Secret-Focus: A Practical Physical Layer Secret

Communication System by Perturbing Focused

Phases in Distributed Beamforming

2.1 Introduction

Ensuring confidentiality of communication links is among the most fundamental

objectives in developing communication systems. It is crucial for many applica-

tions to be able to distribute secure bit strings, such as higher-layer encryption

keys, to wireless entities. Providing confidentiality is often a daunting task due

to the broadcast nature of wireless links and therefore the ease of eavesdropping.

In addition to cryptographic mechanisms, many mechanisms that exploit a

communication system’s physical layer properties to protec secrecy have been

proposed. These mechanisms usually aim to make the channel to the intended

receiver much better than the channel to the eavesdropper. For example, wire-

less signal’s propagation and fading properties have been exploited to increase

capacity and enhance security in [14, 15, 16, 17]. Beamforming has been lever-

aged to increase the signal to noise ratio (SNR) at the intended receiver as well

as to minimize the SNR for the eavesdropper using zero-forcing [18]. Artificial

noise has been targeted at the eavesdropper to jam their reception [19]. Though

these systems have demonstrated capabilities to communicate secretly, they have

several drawbacks. Firstly, most of them assume that the eavesdropper’s location

is known, and there are only a small number (often just one) eavesdropper. Sec-

ondly, the practicality and efficient distribution of the secret in these proposed
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systems is questionable. Thirdly, many systems have shadow areas where the

anti-eavesdropping mechanism is less effective. Fourthly, some systems assume

the eavesdroppers possess less knowledge than the receiver. Therefore, supporting

confidentiality remains a significant challenge in wireless communication systems.

Recently, distributed communication systems that involve a distributed col-

lection of transmitters have received attention in the community. For example,

a cellular provider may employ multiple basestations that are connected by ded-

icated backhaul. At the other end, it could just be a group of transmitters who

are willing to coordinate their transmissions to a common receiver [20, 21]. In

such systems, referred as distributed beamforming [22], the transmitters can form

a coalition and achieve constructive superpositioning of signals at the intended

receiver by aligning the received signals’ phases, with the receiver sending a small

amount of feedback. In this study, we refer to this type of distributed systems

as distributed phase alignment systems and leverage such a system to facilitate

secret communication.

By examining how the transmitter signals coherently combine at the receiver,

we show that phase alignment accomplishes highly efficient secret communica-

tion against eavesdroppers without knowing their location, nor introducing any

additional signal/noise. Also, to engage in secret communication, a distributed

phase alignment system only needs to introduce very minor modifications to their

normal transmission procedure. Once the transmitters align their phases at the

receiver, they may start to communicate secretly to the receiver, by periodically

dithering its phase around the proper alignment phase during transmission. In

this way, the system naturally achieves secret communication. Firstly, the secret

recipient’s SNR is largely increased by aligning the phases at the intended recipi-

ent. Slight dithering of the phases later on has negligible impact on the alignment,

but can create high received signal strength (RSS) variation at other locations,
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hindering anyone else from decoding the signal. Thirdly, it does not involve us-

ing interference for secrecy, which complicates system design, requires complex

interference cancellation and decoding, and regulations suggest is unlikely to be

allowed in practical systems. We refer to this highly efficient yet practical secret

communication mechanism as Secret-Focus.

In this thesis, we show the effectiveness of Secret-Focus through both analysis

and prototyping (using N210 USRPs). Our experimental results show that the

intended recipient has bit error ratio (BER) as low as 3× 10−6 while eavesdrop-

pers have a much higher BER ranging from 31% to 38%, from measuring different

eavesdropper locations for a total of 164.79M bits. In addition to the main test

area, we have also examined extreme eavesdropper locations to further demon-

strate it has little shadow area. We show that when the eavesdropper antenna is

side by side(approx. 1cm) with the receiver antenna, the resulting BER is 12.45%;

when the eavesdropper antenna is one wavelength (approx. 30cm) away from one

of the transmitter antennas, the BER is 27%.

To summarize, we make the following contributions in this work. Going be-

yond beamforming and jamming based techniques, we propose a new phase com-

bining and dithering based secret communication mechanism, prove its salient

properties, and build a prototype system to validate these properties. With-

out interfering with the underlying communication or hurting the data rate, our

mechanism can be easily combined with any amplitude-based modulation schemes

such as PAM or QAM. More importantly, our approach works without requiring

the system to know the eavesdropper’s location or injecting noise before hand,

and can disable eavesdroppers even at tricky locations such as in close proximity

to the intended receiver or in close proximity (one wavelength) to a transmitter

antenna.
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2.2 Background on Secret Communication Systems

As a starting point, we provide a background of physical layer secret communi-

cation systems. In a secret communication system, a sender (Alice) wishes to

reliably deliver a secret message S to an intended receiver (Bob) in the presence

of an eavesdropper (Eve). The secret message S is then subsequently encoded

into a signal X that is transmitted by Alice, Bob receives a signal Y while Eve

receives a signal Z. The objective in information-theoretic secrecy is to ensure

that Eve learns as little information as possible about the original secret mes-

sage S. The past decade has seen the physical layer community makes significant

contributions in providing secrecy for wireless channels.

Physical Layer Secret Communication for Wireless Channel: Several

mechanisms have been discussed for achieving secrecy communication over the

wireless channel. For example, the properties of wireless signal propagation and

fading have been exploited for improving secrecy [23]. Also, the broadcast nature

of the wireless channel allows one to introduce interference to hinder eavesdrop-

ping [24, 25, 26].

Physical Layer Secret Communication for Beamforming Systems: A

number of secret communication mechanisms have been discussed for beamform-

ing systems, such as those in [27, 28, 2]. With beamforming, Alice can leverage

the directionality of the beam pattern to gain a better spatial diversity and ensure

Bob’s SNR is significantly higher than Eve’s SNR at most locations. Moreover,

by adopting zero-forcing [18], Alice can perform beam-nulling at Eves’ location

to further decrease their SNR. Further, Eve can also be jammed by the system

intentionally sending artificial noise towards its direction [19], as illustrated in

Fig. 2.1(a).

However, beamforming-based schemes have drawbacks and are quite different

in effect than Secret-Focus . Firstly, in order to perform beam-nulling or jamming,
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Figure 2.1: (a) shows a beamforming based secure communication system, in
which artificial noise is used to jam Eve. (b) illustrates Secret-Focus in which
distributed transmitters first align their phase at Bob and then perturb their
phases around the alignment phase to focus the secret message at Bob.

a common assumption is that Alice knows Eve’s locations. In many scenarios,

it is impossible to predict Eve’s location. Secondly, some of them may not need

to know Eve’s location [27], introducing artificial noise can be costly, which may

also impair Alice’s transmission towards Bob. Thirdly, such a design implies that

any eavesdropper in the path of the main side lobe may be empowered to decode

the signal. Consequently, linear-array style beamforming is not ideally suited for

secrecy communication. Instead, as illustrated in Fig. 2.1(b), it is desirable to

leverage a set of distributed transmitters to collectively communicate to the target

receiver. Those are what motivate the design of Secret-Focus . By adopting our

methods, we achieve highly secure communication without knowing Eve’s location

or sending any additional noise.

2.3 Perturbing Aligned Phases for Secret Communication

Secret-Focus involves a collection of transmitters that are distributed geographi-

cally, and who transmit secret bit strings to the intended recipient in a coordinated

fashion: first reaching a steady state by aligning their phases at the recipient and

then dithering their phases around the steady state phase (which we refer to as

Φalgn) while communicating bit strings. Specifically, each transmitter adjusts the

phase of their communication signal and, with the help of a small amount of



12

feedback from the recipient (Bob), without assuming any knowledge about Eve,

they achieve significantly improved signal quality at the recipient compared to

that witnessed by an unintended receiver (Eve).

There are many approaches for transmitters to align their phases, but the

specific details for how this alignment occurs has little bearing on how secrecy is

achieved. Later, in Section 2.4.1, we explain the phase alignment procedure we use

to prototype Secret-Focus, but here we focus on examining how phase alignment

creates Alice-Bob advantage relative to Alice-Eve, and thereby supports secrecy

for Alice-Bob.

To do this, we assume all transmitters know the secret message to transmit.

Then, motivated by [23, 29], which showed that discrete signaling can often out-

perform Gaussian signaling for secrecy, Secret-Focus starts with a basic pulse

amplitude modulation scheme in which each transmitter will transmit a suitably

phase-aligned high signal to transmit a 1 bit, and a phase-aligned low signal to

convey a 0 bit (see Fig. 2.3(a)). These will constructively add at Bob to produce

a received signal Y , while an eavesdropper Eve will witness a signal Z. With each

transmitter slightly dithering phases after alignment, each mode of Y will have

a mean corresponding to how well the phase alignment combines constructively

at Bob, and a variance from noise. Hence, signal values Y can be modeled by a

mixed (complex) Gaussian with two modes, where one mode corresponds to the

1 bit and the other corresponds to 0 bit (see Fig. 2.3(b) ), and similarly for Z.

We may calculate the secrecy rate I(X;Y ) − I(X;Z), which captures the

achievable rate at which Alice-Bob could secretly communicate in the presence of

Eve, with the high/low discrete signaling. Using I(X;Y ) = H(Y )−H(Y |X), and

the differential entropy H(Y ) for a mixed Gaussian[30], we define the intermediate

terms, the ratio of the means to variances, as the secret communication ratio

(SCR) α = µ
σ

for each recipient (be it Bob or Eve), where µ and σ are the average

signal value and standard deviations, illustrated in Fig. 2.3(b). Noting that the
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Figure 2.2: Theoretical secrecy rate as a function of αy and αz. Communication
is secret when we have αy > αz, and while keeping αz small enough.

H(Y |X) collapses to H(Y |X) = 1
2

ln(2πeσ2
y), I(X;Y ) becomes I(X;Y ) = α2

y−Iy,

where:

Iy =
2√

2παy
e−α

2
y/2

∫ ∞
0

e−x
2/2α2

y cosh(x) ln(cosh(x))dx. (2.1)

Thus, the secrecy rate for our choice of X is (I(X;Y )− I(X;Z))+ = (α2
y − α2

z +

Iz − Iy)+. We illustrate the secrecy rate in Fig. 2.2.

Then in order to differentiate Alice-Bob from Alice-Eve, a positive and higher

secrecy rate is desirable, hence we design Secret-Focus such that αy > αz, and

a higher αy and lower αz yields a better secrecy (as illustrated in Fig. 2.2).

Specifically, since α = µ
σ
, our design goal is to achieve a higher SNR and lower

signal variation at Bob while having a lower SNR and higher signal variation at

Eve.

Secret-Focus achieves this objective through two complementary mechanisms:

first, significantly improve µy using multiple transmitters focusing their efforts;

and, second, relatively increase σz at Eve through intentionally introducing addi-

tional phase perturbations following phase alignment, which has a minimal effect

at Bob. In the rest of this section we discuss these two mechanisms in detail, and

also present a discussion in the end.
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Figure 2.3: (a) Alice generates low bits and high bits following amplitude based
modulation. (b) shows a typical distribution of bits received by Bob. Received
bits follow a mixed (complex) Gaussian distribution.

2.3.1 Mechanism 1: Combining Phases Increases µy

The first key idea of our design is to place transmitters around the target receiver,

as illustrated in Fig. 2.1(b), to achieve an effect similar to how Fresnel zone

plates [31] focus light at a focal point. In optical systems, Fresnel zone plates act

as a phase shifter for the passing light, similar to how our transmitters alter the

phases of emitted radio waves.

To understand the radio focusing effects, suppose we place transmitters on

a circle with radius R in free space around the receiver, and they coherently

combine their phases at the center. Assuming, without loss of generality, that

they align their phases at 0 degrees at the center, then the normalized magnitude

of the signal values (RSS) is given by:

Ytarget = |R
N

N∑
i=1

1

R
ej0| = 1. (2.2)

As shown in Fig 2.4, suppose we want to measure the normalized RSS at an

Eavesdropper’s location at a distance d to the target receiver. For an arbitrary

transmitter and with the free space model, and with the free space model, the
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Figure 2.4: The geometric relationship between Alice, Bob and Eve, which is used
in (2.3) and (2.4) when calculating the normalized RSS at Eve’s location Y (d).

phase difference between the focus location and the measurement location is:

∆φ = 2π

√
R2 + d2 − 2Rd cosϕ−R

λ
. (2.3)

As we approach an infinite amount of transmitters around the circle, we can

write the normalized RSS at the measurement location as:

Y (d) = | lim
N→∞

R

N

N∑
i=1

1

d̄
ej2π
√

R2+d2−2Rd cosϕi−R
λ |, ϕi ∈ [0, 2π]

=
R

2π
|
∫ 2π

0

ej2π
√
R2+d2−2Rd cosϕ−R

λ√
R2 + d2 − 2Rd cosϕ

dϕ|.

(2.4)

Fig. 2.5 compares the result from analytic RSS expression Y (d) and the simu-

lation result, for a RF signal being emitted with frequency 3GHz. In the simula-

tion, we placed 100 transmitters on a circle, with the focus location at the center.

Note that the results are identical, and therefore verify our analytical derivation.

Using our analytical result, for an asymptotically large number of transmitters,

one can verify that the 3dB-down distance from the receiver is d3dB ≈ 0.22λ. For

a smaller number of transmitters, d3dB would still be proportional to the radio

wavelength λ as long as transmitters are placed around the target receiver.

Further, we can see in Fig. 2.6(a) that the results for the normalized RSS

expression Y (d) has a spatial pattern similar to the magnitude of a sinc function,
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Figure 2.5: (a) Analytic results for the normalized RSS function Y (d) in (2.4),
where RSS decreases with d. (b) Numerical results of RSS versus d, where 100
transmitters were placed in a circle around the target. The numerical results
match analytical results exactly.

with the maximum at the target receiver location. This location corresponds to

where transmitter signals coherently combine (phases aligned) and, intuitively,

there is no other location with such high energy.

Mathematically, the normalized RSS function Y (d) gives us what we desire

for Secret-Focus: we only have one maximum energy location spatially, and low

energy at other locations. Now we take a look at the normalized RSS expression

Y (d), due to the symmetry of transmitters placement respect to the focus location,

we can ignore the path loss term 1
d̄

in our analysis, giving:

Y (d) =
1

2π
|
∫ 2π

0

ej2π
√
R2+d2−2Rd cosϕ−R

λ dϕ|,

= | lim
N→∞

1

N

N∑
i=1

ej2π
√

R2+d2−2Rd cosϕi−R
λ |, ϕi ∈ [0, 2π].

(2.5)

While performing above summation, if d is not zero, as ϕi varies in [0, 2π],√
R2 + d2 − 2Rd cosϕi will vary, so that the phase term 2π

√
R2+d2−2Rd cosϕi−R

λ

will not be the same for different i in the summation. We know that the maxi-

mum of this summation is achieved when the phase of each term aligns, and as a

result we have:
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Figure 2.6: (a) Simulation results of RSS distribution in a 1m by 1m area around
Bob. It is clear that the energy is sharply focused around the target location. In
(b), we decrease the number of transmitters to 30, and place them on a half circle.
Note the target receiver is also not placed at the center. As can be seen, even
though the energy focus is wider, the peak is still very pronounced compared to
other locations.

Y (d) = | lim
N→∞

1

N

N∑
i=1

ej2π
√

R2+d2−2Rd cosϕi−R
λ |, ϕi ∈ [0, 2π]

≤ | lim
N→∞

1

N

N∑
i=1

ej2π
√
d2−d
λ | = Y (0).

(2.6)

As d varies from 0 to +∞, according to the above analysis, the only way to

align the phase term is to set d = 0. Hence, Y (0) is the unique global maximum.

In other words, as transmitters aligning their phases at a certain location, the

RSS at other locations would be less than the RSS at that location.

In real world implementations, a large number of transmitters are usually

prohibitive. However, as long as we have sufficient transmitters placed around the

receiver (regardless of whether they are placed in a regular or irregular pattern),

we can still achieve a focus on the target receiver. Fig. 2.6(b) shows another result

when only 30 transmitters are placed on a half circle around the target receiver

(target receiver is not placed at center). Further, in practice, these results extend

straight-forward to three-dimensional deployment scenarios.
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2.3.2 Mechanism 2: Dithering Phase Hurts Eve

The second key idea of our design is to have the transmitters, once phase aligned,

repeatedly perturb their phases around the alignment phase. In doing so, the

signal values measured by Eve fluctuate significantly, hindering Eve’s ability to

decode the received signal. At the same time, as we will show, such perturbation

does not harm Bob’s decoding ability. Below we will prove the effectiveness of

this mechanism.

Bob’s RSS Remains Stable Even with Perturbation: First, note that the

received signal in the free space model at an arbitrary location is:

~Y (φ1, φ2, ..., φN) =
N∑
i

Aie
jφi . (2.7)

where Ai and φi denote the amplitude and phase of the ith signal source received

at the location, and N is the number of signal sources (transmitters). Next, the

real and imaginary part of the received signal are:

~Yreal = A1 + A2 cos θ1 + A3 cos θ2 + ...+ An cos θN−1,

~Yimg = A2 sin θ1 + A3 sin θ2 + ...+ An sin θN−1.
(2.8)

in which θi is the phase difference between signal i + 1 and the first signal (i.e.,

with φ1 as the reference phase). Thus, the squared amplitude of the received

signal is Y 2(θ1, θ2, ..., θN−1) = ~Y 2
real + ~Y 2

img. The derivative of Y 2 with respect to

θi−1 is given by:

∂Y 2

∂θi−1

= 2Ai+1(−A1 sin θi−1 + A2 sin(θ1 − θi−1)+

A3 sin(θ2 − θi−1) + ...+ AN sin(θN−2 − θi−1)).

(2.9)

in which i ∈ [2, N ]. Considering θ1, θ2, ..., θN−1 are independent, the impact

of small phase perturbations upon Y 2(θ1, θ2, ..., θN−1), is the sum of the partial

derivatives:

G(θ1, θ2, ..., θN−1) =
N−1∑
i

∂Y 2

∂θi
,

= −2A1(A2 sin θ1 + A3 sin θ2 + ...+ AN sin θN−1).

(2.10)
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(a) (b)

Figure 2.7: (a) The analytical results for G(d) in (2.11). The envelop of G(d),
marked in blue, shows that Eve’s RSS variation increases with d. (b) The distri-
bution of G(d) in a 2m× 2m area around Bob shows the same trend. We observe
the lowest G value at Bob’s location.

Here, θ1 = θ2 = ... = θN−1 ≈ 0 since the signal sources are properly phase

aligned, giving G(θ1, θ2, ..., θN−1) ≈ 0 at the target receiver. In particular, the

target location has the lowest variability with respect to phases θ1, θ2, ..., θN−1

because the slope G = 0. Hence, we have shown that Bob’s RSS values will NOT

fluctuate much due to small phase perturbations we choose to introduce.

Eve’s RSS Becomes Unstable and Has Large Variation: Next, we examine

the impact that small fluctuations around the phase alignment optimum would

have upon Eve. Assume a large number of transmitters on a circle N →∞, and

the target receiver at the center. Similar to Equation 2.4, we calculate G() at a

distance d from Bob’s location, which we refer to as G(d). By taking the limit,

we get the integral:

G(d) = −2

∫ 2π

0

sin (2π

√
R2+d2−2Rd cosϕ−R

λ
)

(R− d)
√
R2 + d2 − 2Rd cosϕ

dϕ. (2.11)

In order to understand the implication of G(d) in our design, we show the G(d)

distribution in Fig. 2.7 (R = 10m and λ = 0.1m). From the results, we observe

that if we make a small change in phases around the optimal value for Alice-

Bob, then since Eve’s G(d) is large, her signal variation will be large, and this

variation increases with d (as shown by the envelop curve in Fig. 2.7(a)). Here, an
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Figure 2.8: (a) Raw RSS at Eve for a broadcast channel (neither mechanism
employed), (b) raw RSS at Eve for a NO-Perturb system (only mechanism 1
employed), (c) raw RSS at Eve for Secret-Focus (both mechanisms employed), and
(d) raw RSS at Bob for Secret-Focus . In this example, only Secret-Focus is able
to hinder Eve from decoding received signal and provide secret communication
to Bob.

interesting observation is that, in some cases, Eve’s G(d) values actually do reach

zero. However, we note that at those points, a tiny change in the distance/phase

will lead to substantial changes in G(d). As a result, even if Eve momentarily

has G(d) = 0, frequent dithering of the phase will lead to a new state with large

G(d). Overall, Eve’s RSS variation is significantly higher than Bob’s, which as

we will show later leads to an intolerably high decoding error.

2.3.3 Effectiveness of the Two Mechanisms

Fig. 2.8 shows: (a) the raw RSS at Eve when transmitters are completely dis-

tributed and do not coordinate among themselves (thus a normal broadcast chan-

nel in which neither mechanism is employed), (b) the raw RSS at Eve when
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Roof-mount GPS 

Figure 2.9: The Secret-Focus prototype consists of 16 transmitter USRPs. The
deployment area of our prototype is 20× 20× 3 m3.

transmitters perform phase combining, but keeping the phase at Φalign during

communication without perturbing the phase (which we refer to as NO-Perturb

in which only mechanism 1 is employed), (c) the Raw RSS at Eve in Secret-Focus

that employs both mechanisms, and (d) the raw RSS at Bob in Secret-Focus .

We observe that for the broadcast channel, both Eve and Bob receive the same

RSS time series (with slightly different amplitude), and hence no secret between

Alice and Bob. We have the similar observation in the NO-Pertub system which

also fails to protect secrecy between Alice and Bob. However, applying both

mechanism, the signal Eve receives in Secret-Focus fluctuates greatly over time,

hiding the secret from Eve.

Having explained how Secret-Focus achieves secrecy, we next build a prototype

system in Section 2.4 and evaluate its effectiveness in Section 2.5.
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2.4 Putting Together a Secret-Focus Communication Sys-

tem

We have proved that having distributed transmitters align their phases and then

employ slight dithering (around the proper alignment phase Φalgn) can achieve

a positive secrecy rate as it leads to higher and more stable RSS values at the

intended receiver, but lower and less stable RSS values at other locations. These

properties can be readily harnessed to facilitate secret communication through

amplitude-based modulation schemes, such as on off key (OOK) communica-

tion, pulse amplitude modulation (PAM), or quadrature amplitude modulation

(QAM). In this section, we discuss how we can design a practical Secret-Focus

system and present our effort in building a Secret-Focus prototype using USRP

N210s. Our objective in this thesis is to demonstrate that distributed phase

alignment among a group of transmitters can achieve secret communication at

the target location using the N210s.

Our prototype consists of 16 transmitters mounted on a ceiling, at four corners

of a 20× 20 m2 area. We used WBX RF daughter boards on the N210s, and our

working frequencies are 915 and 964 MHz in this study. There is no communi-

cation back-channel between the transmitters, so they are completely distributed

in nature. We synchronized the transmitter clocks through a roof-mount GPS.

Fig. 2.9 shows a typical prototype setup, with 4 N210s at each of the four cor-

ners (these four USRPs are 1 meter apart from each other). The receiver can be

anywhere in the deployment area.

Fig. 2.10 shows how a Secret-Focus system works. It goes through two main

stages: the distributed phase alignment stage and the secret communication stage.

We next discuss the design and implementation of these two stages.
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Figure 2.10: Secret-Focus consists of two main stages: distributed phase align-
ment, and secret communication with phase perturbation.

2.4.1 Trial-and-Error Distributed Phase Alignment

We chose to adopt a simple trial-and-error approach proposed in [22]. Assuming

all nodes share the same clock, we partition the time into rounds of equal duration.

Within each round, every transmitter sends a signal to the receiver at a randomly

adjusted phase, with the phase randomly picked within ±Φ◦ of the previous phase

value. At the end of each round, the receiver sends a small feedback message to

indicate whether the new phase combination gives higher energy than before. If

so, each transmitter holds this new phase value; otherwise, it goes back to its

previous value. The phase adjustment is defined as:

θi(n+ 1) =


θi(n) + δi(n), if Y [n] > max

k<n
Y [k],

θi(n), otherwise.

(2.12)
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Figure 2.11: (a) Histogram of Bob’s RSS values, where high bit symbols and low
bit symbols are clearly separated. (b) Histogram of Eve’s RSS values, where high
bit symbols and low bit symbols are largely mixed.

where θi(n) denotes transmitter i’s phase in round n, and we have −Φ ≤ δi(n) ≤

Φ.

Though simple, we find that this approach effective in focusing transmitting

signals and aligning their phases to Φalgn. In implementing this algorithm, we

write multiple out-of-tree GNU radio modules (GNU radio version 3.7.6.1.) and

adopt a width-based modulation method to encode/decode the receiver feedback

beacons. We fix the feedback rate at 25 Hz, which is also the transmitter phase

adjustment rate. Received signal at Bob during an example phase alignment is

included in Fig. 2.10.

2.4.2 Amplitude Modulation (AM) Based Secret Commu-

nication

When the transmitter phases are properly aligned at Φalgn, the receiving USRP

(Bob) broadcasts a pre-defined constant signal in 964 MHz to tell the transmitters

to start communication. This explicit signaling ensures that all transmitters and
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receivers enter the communication stage at the same time. In the communication

stage, the transmitters (Alice) focus on two tasks: amplitude based modulation

and frequent phase perturbation. In our prototype, we chose to use one-bit pulse

amplitude modulation (PAM) for its simplicity, in which each symbol’s amplitude

is modulated as Ā = [aL, aH ]. Here, the amplitude of high bits and low bits, aH

and aL, are important system parameters. We evaluate their impact and present

the results in Section 2.5.3.

Phase perturbation in the communication phase ensures the RSS values at

any non-target location have much greater variation than those at the target lo-

cation, while ensuring all transmitter phases are still aligned at the target location.

Specifically, each transmitter perturbs its phase around Φalgn at a certain rate:

in each perturbation interval, it randomly picks a value within ±φ and adds that

value to Φalgn. In the evaluation, we have studied the impact of φ and present the

results in Section 2.5.3. In addition, the perturbation rate is also an important

parameter. Faster perturbation can handle more capable eavesdroppers. In our

prototype, we set the perturbation rate as 100Hz.

At the communication stage, the receiver focuses on measuring the received

RSS and decoding each bit accordingly. We assume the receiver (both Bob and

Eve) knows the symbol duration tsb. We apply a window based demodulation

scheme. Specifically, after receiving the header, for each incoming payload bit,

we measure the RSS during its symbol period and compare it against the average

RSS within a pre-set window duration. If the current bit RSS is higher than the

recent window average, the bit is decoded as 1; otherwise, it is a 0. In this thesis,

we assume that Eve and Bob both have the knowledge of tsb and header length,

but in reality we note that Eve often is not equipped with such knowledge.
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2.4.3 An Example Scenario

To illustrate the point, let us look at a typical secret communication scenario. In

the example setting, we have 16 USRP N210 transmitters (shown in Fig. 2.9), in

which Bob is at the red dot in Fig. 2.12 and Eve is at the E2 location in Fig. 2.12.

In this example, the transmitters send 1200 bits to Bob, with 80 consecutive low

bits as the header, and the rest as the payload (consisting of randomly generated

1s and 0s). We have aH = 1 and aL = 0.8.

For each transmitted bit, we measure the RSS, normalize the value to between

0 and 1, and place it in the corresponding RSS bins. We plot the histogram in

Fig. 2.11. For each normalized RSS bin, we plot the number of bits whose RSS

values fall in that bin. We further separate the number of high bits and low bits

within each bin. The RSS values for Bob’s high bits and low bits are clearly

separated by a large margin, while the RSS values for Eve’s high bits and low

bits are largely overlapped with each other, hard to be separated.

Here, the decoding bit error ratio (BER) is the ratio between the number of

incorrect bits and the total bits transmitted. Here Eve’s BER is 42.1%, which is

close to a completely random system with BER of 50%. At the same time, Bob

correctly decodes all the bits. Hence, communication between transmitters and

Bob is kept secret. We assume that Bob and Eve both have the knowledge of

symbol duration, header length, and communication start time.

2.5 Prototype Evaluation

In this section, we report the measured results and show that Secret-Focus is

indeed able to provide efficient secret communication between the transmitters

and the receiver, regardless of eavesdropper’s count and locations. Throughout

our evaluation, we assume Bob and Eve have the same knowledge and capability.
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Figure 2.12: A 7 × 7 m2 test
area. We placed Bob (red) in
the center, and Eve at 100 pos-
sible locations (blue). Eve loca-
tions not uniformly distributed,
but denser towards the center.

Figure 2.13: The measured av-
erage αBob is significantly higher
than αEve at all 100 Eve loca-
tions. Thus, Bob can have se-
cret conversation with Alice in
the presence of Eve at these 100
locations.

2.5.1 Secret-Focus Makes Eavesdropping Impossible

The objective of the first set of experiments is to show that Eve cannot eavesdrop

the communication regardless of the location. For this purpose, we use the 7× 7

m2 square in the center of the deployment area as the test area (illustrated in

Fig. 2.12). We place a USRP receiver (Bob) at the center of the test area (see

the red dot in Fig. 2.12) and placed another USRP receiver (Eve) at 100 different

locations in the test area (see the blue dots in Fig. 2.12). We measured more

eavesdropper locations closer to the target receiver to investigate whether eaves-

droppers near Bob are able to decode the communication. In these experiments,

we used all of the transmitters N = 16, with aH = 0.7, aL = 0.5, and φ = 15◦.

At each location, we collected a total of 20, 000 high bit symbols and 20, 000 low

bit symbols with symbol duration tsb = 20ms.

Fig. 2.13 shows the measured average αBob and 100 different αEve values.

We observe that αBob is clearly much higher than αEve. Specifically, we have

αBob = 9.42, αmaxEve = 1.54, and αEve < 1 for 81 out of 100 locations.

Next, we compare Secret-Focus with a normal broadcast channel and a NO-

Perturb system (in which transmitters do not perturb their phases once aligned).



28

Figure 2.14: Extreme Eve locations outside of the test area. BER = 12.45%
when she is side-by-side with Bob, and BER = 7% when she is 15cm (half a
wavelength) away from one transmitter antenna.

Measuring the same 100 Eve locations, we plot the αEve distributions for the three

systems in Fig. 2.15. Please recall, as shown in Fig. 2.2, a system with better secret

communication has lower αEve values. The results show that Secret-Focus fares

much better than the other two systems. In Secret-Focus , αEve values are within

[0.12, 1.53], while [3.03, 5,98] for NO-Perturb, [4.01, 5.99] for Broadcast only.

Table 2.1: Average Decoding errors statistics for Bob and 3 Eves. Bob has
extremely low BER while Eves’ BER are over 30%.

Bob Eve1 Eve2 Eve3

Total Number of
Bits Transmitted
(bits)

164.79M

Total Number of
Bits Incorrectly
Decoded (bits)

52.31K 52.29M 62.70M 60.36M

Estimated BER 3.1× 10−6 0.3173 0.3805 0.3663
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Figure 2.15: Secret-Focus has much lower αEve values than Broadcast and NO-
Perturb. It provides better support for secret communication.

2.5.2 Low Decoding Error for Bob vs High Error Rate for

Eves

The objective of the second set of experiments is to show that Bob can decode

the secret bit strings with a very high success rate while Eve cannot. In order to

estimate Bob’s BER that is very low, we send 164.79M bits from Alice to Bob

in total. Considering the amount of time taken to make the measurements, we

only measured the BER values at three Eve locations instead of the entire 100

locations in Fig. 2.12 (we marked these three locations as E1, E2, and E3 using

bright blue color). In the experiments, we have N = 16, aH = 1, aL = 0.8,

tsb = 0.05ms, and φ = 15◦.

Table 2.1 summarizes the BER values for Bob and three Eve locations. The

results show that Bob has very low BER, BER = 3.1× 10−6, while the BER at

each Eve location is much higher, ranging from 31.73% to 38.05%. As a result, we

conclude that Secret-Focus is highly effective in providing secret communication.

In addition, we have also tested several extreme Eve locations outside of the

test area. First, we placed Eve very close to Bob, and present Eve’s BERs in
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Figure 2.16: BER vs. aL. Figure 2.17: BER vs. φ.

Figure 2.18: BER vs. N .
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Figure 2.19: BER vs. tsb.

Fig. 2.14(a). We found that even when Eve is in close proximity with Bob, her

BER is 12.45% while Bob was able to decode all the bits sent in this example.

Finally, we placed Eve very close to the transmission antenna of a transmitter. As

shown in Fig. 2.14(b), we find that when Eve’s antenna is close (approximately

1cm) to the transmitter antenna, it has comparable BER with Bob, but its BER

increases to 27% when it is 30 cm away. These results further demonstrate that

Secret-Focus is indeed very powerful in protecting secret communication.
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2.5.3 Impact of Important System Parameters

The objective of the third set of experiments is to study the impact of several

important system parameters.

Impact of aL. Here, we use the same experimental setting as in last set of

experiments, Bob in the center of the test area and three Eve locations. we set

N = 16, tsb = 20ms, aH = 1, and φ = 15◦, and vary the low bits amplitude in our

amplitude modulation: aL = 0.5, 0.6, 0.7, 0.8 and 0.9. We calculate the three sets

of BER values and show the results in Fig. 2.16. From the results, we observe

that larger aL values lead to a higher BER for Eves. This observation agrees

with our previous theoretic analysis in Section 2.3.2. With a larger aL value, the

RSS values at Eve become even less stable, and hence higher BER. Under a more

aggressive system parameter setting, aL = 0.95, BER for Eve and Bob are 57.1%

and 2.2× 10−6 respectively.

Impact of φ. Here, we use the same experimental setting as in the last set of

experiments, Bob in the center of the test area and three Eve locations. We set

N = 16, tsb = 20ms, aH = 1, and aL = 0.8, and vary the maximum perturbation

angle φ = 5◦, 7◦, 10◦, 12◦, 15◦, 17◦, 20◦, 22◦ and 25◦. We calculate the three sets of

BER values and show the results in Fig. 2.17. We observe the same trend for all

three Eve locations. The results show that there is a sweet spot for φ, between

15◦ and 20◦. This can be explained as follows. If φ is too large, it may make

Bob’s RSS values less stable. Meanwhile, if φ is too small, then it does not disturb

Eve’s RSS sufficiently.

Impact of N . Here, we use the same experimental setting with Bob in the center

of the test area and three Eve locations. We set φ = 15◦, tsb = 20ms, aH = 1, and

aL = 0.8, and vary the number of transmitters N = 4, 8, 12 and 16 (by having

1, 2, 3 and 4 USRP(s) at each corner, respectively). We present the three sets of

BER values in Fig. 2.18. The results show that having more transmitters can
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yield a higher BER for Eves. We note that having 4 transmitters is sufficient to

prevent Eves from eavesdropping, indicating that our system is not only effective,

but also very practical.

Impact of tsb. Here, we use the same experimental setting with Bob in the center

of the test area and three Eve locations. We set φ = 15◦, N = 16, aH = 1, and

aL = 0.7, and vary the symbol duration tsb = 20, 40 and 100ms. We present the

three sets of BER values in Fig. 2.19. The results show that choosing different

symbol duration values has no significant bearing on Eve’s BER values.

2.6 Conclusion

In this work, we showed, when distributed transmitters align their phases at

a common receiver, that several secrecy-supporting properties result. Further,

secrecy is possible without requiring knowledge of the eavesdropper or the use of

interference. By leveraging these properties, we present a new approach, referred

as Secret-Focus , that builds a highly efficient secret communication channel on top

of distributed phase alignment. We implemented a prototype Secret-Focus system

that used amplitude-based modulation on top of phase alignment, to achieve

secret communication between a coalition and an intended receiver. We presented

an implementation using USRPs and experimental results that shows Secret-Focus

can be built practically with a distributed set of transmitters employing phase

alignment. Our detailed measurements demonstrate that Bob can achieve a very

low BER, 3.1 × 10−6 when more than 160M bits are transmitted, while Eve’s

BER is between 30%− 60% across multiple measurement locations. In addition,

we also show that Eve cannot eavesdrop even at extreme locations, such as in

the close proximity of Bob, or one wavelength away from one of the transmitters

antennas.
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Chapter 3

Energy-Ball : Wireless Power Transfer for

Batteryless Internet of Things through

Distributed Beamforming

3.1 Introduction

Ever since the invention of electricity, a world free of batteries and power cords has

been the aspiration of many scientific investigations. Now, this vision is ever more

appealing, with the proliferation of Internet of Things (IoT) systems, and at the

same time ever more realistic thanks to recent advances in low-power embedded

design and energy harvesting. As an example of low power IoT devices, in the year

of 2016, Graule et al. [32] made a robotic drone that only needs 19mw to fly, and

a couple of micro watts to remain perched on objects. Such extremely low power

devices can be potentially powered through simple mechanisms such as ambient

energy harvesting from lights, Wi-Fi router, TV and cellular signals [33, 34, 35].

While ambient energy harvesting has proven effective in the above examples,

it becomes less effective in many other situations, especially when the required

energy density exceeds what the environment offers. As such, near-field wireless

charging techniques [36, 37, 38] have proven useful in delivering higher amount

of energy. However near-field charging is either limited by its range or require

large-scale facilities to achieve larger ranges.

As people endeavor to deliver higher amounts of energy over longer distances,

they either choose to design wireless power transfer (WPT) systems using highly
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Figure 3.2: Energy density distribution
for Energy-Ball .

directional energy chargers or phased arrays that can steer the energy beam to-

wards the target [39, 37, 40, 41]. However, such beamforming techniques have

potential safety concerns as they often lead to high energy concentration along

the beam, which poses risk to people or objects in those areas. Using simulations,

we show the energy density distribution of an example beamforming system in

Figure 3.1, where the energy density level along the beam is higher than that

at the target receiver. As a result, a beamforming based WPT system requires

extra measures to ensure (a) the energy level along the beam is low enough not

to be harmful, and (b) the energy level at the target receiver is high enough to

be useful.

In this thesis, we set out to design a new wireless power transfer system that

can focus the energy around the target and minimize energy density in other areas.

Towards this goal, we arrange our transmitters in a fully distributed fashion by

surrounding them around the target receiver, as shown in Figure 3.2. A salient

property of this arrangement is that, by aligning their phases at the receiver,

the energy level at the target receiver is higher than the energy level at any

other spot in the charging area. In fact, a small energy ball is formed around

the receiver, hence the system name of Energy-Ball . Figure 3.2 shows the energy

density distribution of Energy-Ball using simulation results. In designing Energy-

Ball , we draw inspiration from the design of the surround sound system, in which
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multiple speakers are arranged around the audience for better audio experiences.

When devising Energy-Ball , we have overcome the following main challenges:

• Realizing Energy-Ball in a Realistic Setting. Due to its completely dis-

tributed nature, it is hard to achieve phase alignment among the trans-

mitters, especially when the amounts of transmitters increases. In a realis-

tic setting, these transmitters do not have phase level synchronized clocks

among them , nor do they communicate with each other. Furthermore,

there often exist complex multipaths where Energy-Ball is deployed, which

makes those algorithms that rely upon channel state information (CSI) less

useful.

In this thesis, we carefully address this challenge by adopting a simple yet

effective phase alignment technique that is closed-loop and that does not

require any CSI information. In an iterative fashion, it uses the receiver’s

feedback to guide the transmitter’s phase adjustments towards the optimal

phases, with which the maximum received power is achieved at the receiver.

We achieve phase level synchronization among the transmitters through a

master-slave GPS architecture.

• Continuously Charging Mobile Target. Energy-Ball is designed to charge

devices in an IoT system, where devices may be mobile, such as low power

drones/robots or sensors that are attached to a mobile platform. In or-

der to achieve continuous charging in this scenario, we have to figure out

mechanisms to continuously re-align the phases of transmitters in a timely

manner.

When the receiver moves, we need to look for a more direct way of keeping

transmitter phases around their optimal values. Specifically, if the phase dif-

ference between the transmitter and the receiver was known, then the trans-

mitter would directly adjust its phase according to the difference. Though
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this information is not available to the transmitter, we propose to estimate it

using the phase difference between the receiver and transmitter (which can

be conveniently measured by the transmitter), considering that the phase

differences in these two directions are highly correlated.

In summary, our work has the following contributions:

• We have devised a new wireless power transfer system, Energy-Ball , that

can precisely focus energy on the receiver while having low energy density

at other areas. To transfer the same amount of energy to a device, such

a system leads to much less RF energy in the charging area than tradi-

tional beamforming systems. We believe Energy-Ball provides a viable and

practical charging solution to rapidly growing IoT systems. We envision

that Energy-Ball can be deployed to surround the target IoT nodes, such

as in a smart factory, warehouse, or store, delivering energy to nodes one by

one before they perform the required sensing/processing/networking func-

tions, without the need to ever replace batteries for these nodes. Moreover,

Energy-Ball can also be used to continuously power drones or robots that

are used in agriculture, rescue, industrial assembly lines [42, 43, 44].

• We have built an Energy-Ball testbed using USRPs and validated its charg-

ing ability and resulting energy distribution using real-world experiments.

Our results show that Energy-Ball can deliver over 0.6 mW RF power at

any point in a 20× 20× 3 m3 charging space, using 24 transmitters trans-

mitting at 1.7W (which is the highest transmitting power allowed on our

facility). Since Energy-Ball emits very low energy in the charging space,

we will be able to deliver much higher energy by boosting the transmission

power and/or increasing the transmitter number. Further, we show that a

low-power tag [45] can be continuously powered by Energy-Ball at all the

locations we have tried in the experiments.



37

• We have developed a fast phase adjustment algorithm that transmitters can

adopt to continuously align their phases at a mobile receiver. For a mobile

receiver whose speed is lower than 0.5 m/s, the received energy is on average

around 80% of the energy received by a stationary receiver located at each

point on the trajectory.

3.2 Related work and Motivation

3.2.1 Electromagnetic Radiation Based Energy Harvest-

ing and Transferring

Many wireless charging systems transfer energy through electromagnetic radia-

tion. We broadly group these systems into three categories: near field wireless

charging, passive energy harvesting, and far field wireless energy transfer.

Near Field Wireless Charging: The near field is that part of the radiation

field that is below the Fraunhofer distance df = 2D2/λ [46], where D is the

source of the diffracting edge or antenna diameter, and λ is the wavelength.

Transferring energy through coupling magnetic coils is a typical near-filed energy

delivery system, which is also the most commercially successful wireless charging

method [47, 48], ranging from charging cell phones, tooth brushes, to cars and

buses. Traditionally, this method had limited charging distance and required

the device be placed in a certain position [49]. Fortunately, recent development

has improved their performance. Adopting the idea of closed loop beamforming,

MagMIMO [37] shapes a magnet flux into a steerable beam with multiple coils

to charge iPhones. Due to the nature of closed loop beamforming, MagMIMO

charges the iPhone regardless of its orientation and position. Meanwhile, in 2016,

Disney research has created a 54m3 quasistatic cavity resonance room, which can

deliver up to 1900 watts of power [36] in the whole room.
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In summary, near field wireless charging systems can transfer a decent amount

of energy, but it either suffers from very limited charging distances or it requires

special large-scale facilities to achieve larger charging ranges. Neither case is

suitable for our BF-IoT scenarios.

Passive Energy Harvesting: Passively harvesting is also called ambient har-

vesting. It is proposed for charging sensors, medical implants and many other

extremely low power sensors [50, 51, 52]. For example, Ambient Backscatter [35]

is a prototype end-to-end system with the capability of harvesting energy from

TV and cellular signals in the environment to activate smart cards and grocery

tags. It enables ubiquitous communication between inexpensive devices that need

near-zero maintenance. Talla et al. [34] harvest WiFi signal to charge low power

streaming cameras and sensors. However, passive harvesting is only suitable for

battery free devices that need micro watt level power, but not for IoT applications

that require higher power.

Far Field Wireless Energy Transfer: Actively transferring energy to the

target device has long been proposed as a promising way of transferring heftier

power over longer distances. In this paper, we specifically refer to this type of

wireless charging systems as WPTs. From the early Tesla’s Wardenclyffe tower to

the later Air Force mission of wirelessly powering an unmanned helicopter, until

now people are still actively exploring new possibilities in this space. Point source

far field WPT methods have lower efficiency than their near-field counterparts due

to path loss, Pr
Pt

= GrGt
λ

4πdα
, where we have α between 2 and 8 depending on

the environment. For example, with an isotropic receiver and transmitter, the

power transfer efficiency can be lower than 0.1% for a 10 meter charging distance.

Thus, in order to deliver a certain amount of energy over 10 meters away, it is

not realistic to have only one isotropic energy transmitter.

One approach to addressing this challenge is to increase the directionality of
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the transmission. Using directional antennas [53] or laser beams [39] can sig-

nificantly increase the received energy given the same transmitting power and

distance. The other approach, however, is based on beamforming, which uses

a large array of transmission antennas for enhancing the signal towards certain

directions. For example, Ossia [40] and Energous [54], two recent start ups, have

created WPT solutions through beamforming by using a large array of WiFi band

transmitters. Similarly, WPTs using distributed beamforming have also been in-

vestigated in [55, 56, 57], where closed form solutions for distributed beamforming

realization and energy delivery efficiency are studied.

We take the viewpoint that far-field active transferring is the most promising

approach to enabling a large array of BF-IoT systems with diversity charging

energy and distance requirements. In this paper, we propose a new WPT ap-

proach that leverages a group of transmitter antennas to increase the delivered

energy. Our approach, referred to as Energy-Ball , is however drastically different

from beamforming based WPTs in that it arranges the transmitter antennas in a

completely different manner and thus yields completely different energy density

distribution in the charging area. In the next subsection, we will then take a close

look at the energy density distribution of these two types of WPT approaches.

3.2.2 WPT Energy Density Distributions and Their Im-

plications on Safety

The risks of excessive RF energy exposure have been studied in the past, which

have revealed that harmful biological effects may stem from strong RF radiation

[58, 59, 60, 61, 62, 63]. High energy density across the charging space in WPT

systems may cause excessive RF energy exposure, which we strive to avoid in the

design of Energy-Ball .

Existing beamforming based WPTs have unwanted RF energy exposure along



40

the beam. Due to path loss, the energy density on the beam path is higher than

that at the target receiver. Specifically, the simulation results in Figure 3.1 show

that on the beam path, the energy density at 1 meter away from the transmitter

array is 13 times higher than the energy density at the target receiver. If the

beamforming system is designed with only the received energy in mind, without

realizing that the energy level on the path may become much higher, then it is

hard to guarantee that the energy density on the beam is low enough to meet

the FCC regulations or to be safe. FCC establishes different exposure limits for

different RF ranges. These limits are codified in Title 47 of the Code of Federal

Regulations (CFR). Specifically, as for conventional far field wireless charging

frequency of 915MHz, maximum permissible exposure (MPE) for uncontrolled

environment is 0.6mw/cm2 [64]. In addition, due to skin depth effect [65], WPT

systems operating at higher frequencies naturally interact more strongly with the

human body than lower frequency WPTs [66].

Clearly, guaranteeing safety is one of the key objectives when designing a

wireless charging system, especially those that can work over several meters or

longer [55]. A safe WPT approach has been investigated in [67]. In this work,

under the MPE constraint, the proposed approach selects specific energy chargers

for a given set of available energy chargers. On the other hand, a laser based

wireless power transfer approach is proposed in [39], where it automatically

detects people in its laser beam path and turns the laser beam off. In Energy-Ball ,

as shown in Figure 4.1, the peak energy exists precisely at the target receiver, an

it is much higher than the received energy at other locations. Thus, by controlling

peak energy level at the receiver at a proper level, the entire charging area should

also be safe.
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3.3 Energy-Ball Design Details

3.3.1 Overview

We have two main objectives when designing Energy-Ball :

1. Precise Wireless Energy Transfer: Taking a significant departure from

beamforming based WPT systems, Energy-Ball arranges transmitters around

the target devices, like speakers in a surround sound system. When these

transmitters align their phases at the target, an energy ball is precisely

formed around the target. The received energy density at the target is

maximized while the energy density elsewhere is kept low.

2. Charging Mobile Receiver: We design an adaptive Kalman filter based

framework to quickly re-align phases for mobile receivers. Based on the fact

that phase differences between transmitters to the receiver and the receiver

to transmitters are correlated, transmitters can estimate the needed phase

differences for phase alignment by using their measured phases. Transmit-

ters then adapt their phases locally.

3.3.2 Energy Transfer through Phase Alignment

Energy-Ball has two main components. Firstly, we arrange the transmitters

around the target receiver (we will discuss the spatial relationship between trans-

mitters and receiver later in this subsection), and secondly we align their phases

at the receiver.

There are various approaches to aligning the transmitter phases. In our im-

plementation, we extend the algorithm presented in [22]. We partition time into

rounds of equal duration, and within each round, every transmitter transmits

energy to the receiver at several randomly chosen phases, and expects a feedback

beacon from the receiver at the end of the round indicating whether any of the
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phase combinations gives higher energy than in the previous round. After re-

ceiving the feedback, the transmitters choose a phase combination that has given

the highest energy level at the receiver, and then performs next round of ran-

dom phase adjustments around this combination. Repeating this process round

by round, the receiver can guide transmitters to adjust their phases towards the

optimal phase combination which gives the optimal energy at the receiver. This

algorithm does not need complex channel state estimation, and it naturally takes

into consideration the multipaths in the environment. Though a heuristic based

approach, it always led to fast convergence in many experiments we have con-

ducted on our testbed, mostly because our transmitters emit sine waves which

have rather smooth slopes around the peak region. More details on the implemen-

tation of our phase alignment algorithm will be further presented in Section 3.4.2.

Can We Form an Energy Ball? Our simulation results show that when all

transmitters align their phases at the receiver, we can indeed form an energy ball

at the receiver. That is, the energy density at the target is higher than the energy

density at any other location within the charging area. For example, in the results

presented in Figures 3.3 (a) and (b), we place 100 transmitters equally spaced on

the edge of a circle with a radius of 10m, and place the receiver at the center of

the circle. Transmitters are isotropic, emitting narrow band RF signal at 1GHz.

Signals are coherently added up at the target receiver. Figures 3.3(a) and (b)

pictorially show the energy density distribution in a 10×10 meter area around the

target receiver in free space and multipath environment (with GWSSUS multipath

channel [68]), respectively. In both settings, we witness a sharp energy peak

around the target receiver (circled using dotted red circle, the same for other

energy distribution simulations). Specifically, the peak to average energy ratio in

the free space case is 90.9, while the peak to average energy ratio in the multipath

scenario is 81.1. Further, Figure 3.3(c) shows a 3D view of the resulting energy

ball and the corresponding transmitter deployment.
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Besides having simulation results and actual experimental measurements that

show the energy ball, we have also mathematically proved that the energy at the

target receiver is indeed the maximum energy across the entire charging area.

Interested readers are referred to [69] for detailed proof. Note that in practice,

if the number of transmitters is too small (say, 4 transmitters) or the receiver is

placed far outside of the transmitter area, the received power at the target location

might not be the maximum received power across the entire space. However, this

observation still holds in most of the practical settings, as we will later show in

Section 3.5.1.

How Small is the Energy Ball? Considering an asymptotically large number

of transmitters, we have verified in [69] that the distance between the point that

receives the maximum energy level and the first point that receives half of the

maximum energy, which is usually called 3dB-down distance (d3dB) in communi-

cation, is:

d3dB ≈ 0.22λ. (3.1)

We can use d3dB to represent the size of the energy ball, which is proportional

to the RF wavelength we use for charging. For an operating frequency of 1GHz,

d3dB is around 13cm, which is quite focused. Further, through simulation studies,

we find that even for a smaller number of transmitters or asymmetric transmitter

placement, d3dB would still be a fraction of λ as long as transmitters are placed

around the target receiver.

How Many Transmitters We Need to Form the Energy Ball? In the

above simulation studies, we have 100 transmitters. In reality, deploying such a

large number of transmitters is not only prohibitively expensive, but will also be

hard to achieve synchronization/phase alignment among them.

Figures 3.4(a)-(d) show simulation results of the energy density distribution
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(a) (b) (c)

Figure 3.3: When we place the receiver in the center of the transmitter square, (a)
shows the energy distribution around the receiver in a 2D plane and (b) energy
distribution under a GWSSUS channel, (c) pictorially shows the ‘energy ball’
relative to transmitters in a 3D space, where blue dots mark the transmitters.

around the target receiver with different transmitter numbers. In these simula-

tions, transmitters are still placed on a circle centered around the receiver. The

results show that no matter how many transmitters we have, the energy level

at the receiver is the highest. Further, when we have 25 transmitters, the peak

to average energy ratio is already 13.4. In practice, we built an actual testbed

consisting of 24 transmitters, and we will show later in section 3.5 that the energy

at the receiver is indeed considerably higher than any other spot.

Does the Receiver Need to be Placed at the Center? We have shown

one can form a tight energy ball around the target receiver when placing the

target receiver at the geometric center of the transmitters. We next investigate

the impact of receiver placement using simulations, in which we consider 100

transmitters that are equally spaced along a 25× 25 meter square. We vary the

location of the receiver, and look at the energy distribution within a 10×10 meter

area around the receiver, which are shown in Figures 3.5(a)-(d).

In Figure 3.5(a), the receiver is placed at the center of the square. In Fig-

ure 3.5(b), the receiver is placed within the square, but not at the center. In

Figure 3.5(c), the receiver is placed outside of the square, but its distance to the

square is comparable to the length of the side (its distance to the center of square

is 85 meters). In Figure 3.5(d), the receiver is placed far away from the square (its
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(a) (b)

(c) (d)

Figure 3.4: Simulated energy distribution around the the target receiver (target
receiver is placed at the center) with (a) 8 transmitters (b) 16 transmitters (c) 25
transmitters (d) 50 transmitters.

distance to the square is 200 meters). We observe that, as long as the receiver is

within the square, the energy concentration around the receiver is quite narrow,

hence precise energy delivery. Once the receiver is outside of the square, the width

increases. However, we consider the energy distribution in Figure 3.5(c) still pre-

cise, but not in Figure 3.5(d). Through extensive simulations, we observe that,

not only do we not need to place the receiver exactly at the center, but the key

to precise energy delivery is that the distance between transmitters and receiver is

comparable to the distance between transmitters. The reason is, when the distance

between the transmitters and receiver is much larger than the distance between

the transmitters themselves, the setup approaches traditional beamforming and

loses the advantage of Energy-Ball .
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(a) (b)

(c) (d)

Figure 3.5: Energy level distribution in different transmitter-receiver placement
settings: (a) receiver placed at the center of transmitter square; (b) receiver
placed in the transmitter square, but not the center; (c) receiver placed outside of
transmitter square, but close; (d) receiver placed further away to the transmitter
square. Among these four cases, the energy ball is formed in the first three case.

3.3.3 Charging Mobile Receiver

The second salient feature of our system is the ability to focus energy to de-

vices while they are moving. Below we discuss how we manage to charge mobile

receivers.

Channel Reciprocity and Channel Correlations

The key to charging a mobile receiver is the ability to quickly focus the transmit-

ters’ phases at the new location of the mobile receiver as it moves. In order to

ensure smooth re-alignment, it is important to align each transmitter’s phase in a

timely manner. Indirect methods such as inferring phase differences by observing

the Received Signal Strength (RSS) value at the receiver [22], are not sufficient
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Figure 3.6: Each radio device has separate ports for transmitting and receiving.
We define the channel from the transmitter to receiver as ‘energy charging’ chan-
nel, and the channel from the receiver to transmitter as ‘feedback’ channel. These
two channels work at different frequencies but are correlated.

because the convergence process may take tens of seconds. Meanwhile, sequential

methods in which each ’s phase is adjusted one by one [70, 71] are also not fast

enough.

In this study, we deal with this problem as follows. If we assume all the

nodes are synchronized, and the channel is time invariant, then the link from the

energy transmitter to receiver (referred to as the energy charging channel) and

the link from the receiver to transmitter (referred to as the feedback channel)

are reciprocal – the absolute values of phase differences on these two channels

should be the same [72, 73, 74, 75]. Hence phase alignment can be quickly re-

alized by taking advantage of channel reciprocity. Specifically, we can have the

receiver broadcast pilot beacons to all transmitters, such that each transmitter

can measure the phase difference and then adjust its phase locally according to

the measured phase difference.

Unfortunately, the above method requires the two channels to be strictly re-

ciprocal, which in turn requires all the nodes to work in a dedicate Time Division

Duplex (TDD) fashion1. That is, both the transmitter and receiver should have

1The full duplex radio is the best candidate to align phases using the channel reciprocity,
however it involves even more complex hardware and software design.
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(a) (b)

Figure 3.7: (a) PDD at 915MHz and 964MHz channel. Measurement results
indicate the PDDs are correlated for these two different channels. (b) Estimated
energy charging channel PDD from the adaptive Kalman filter. We also show the
measured energy charging channel PDD as the ground-truth. This result suggests
our phase estimation algorithm for mobile receiver is indeed accurate.

an antenna that can switch between receiving and transmitting without re-locking

its phase. The TDD mode requires a specifically designed hardware that is not

readily available on most low-cost IoT nodes. Instead, it is more often that nodes

work in the Frequency Division Duplex (FDD) mode. As shown in Figure 3.6, in

this setting, each node will use two RF ports, one for transmitting and the other

for receiving, both working simultaneously but at different frequencies. These

two ports are spatially separated but close to each other.

Perfect channel reciprocity does not hold in our case since the energy charging

channel and the feedback channel work in different frequency bands that have

different multipaths [76, 77]. However, considering the fact that the two ports on

a node are very close, and the receiving antenna and transmitting antenna on the

energy receiver move in a correlated trajectory, we have the hypothesis that the

phase difference values for these two channels are highly correlated.

We have conducted experimental investigations to confirm this hypothesis.

Specifically, we use two USRP N210s and configured each USRP to transmit and

receive using two different antennas. The two USRPs are synchronized by GPS
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where one is transmitting at 915MHz and receiving at 964MHz while the other

is transmitting at 964MHz and receiving at 915MHz. Then we attach the two

antennas of the receiver USRP to a rotor, which spins at a constant speed of

0.4m/s. Figure 3.7(a) shows the measured phase difference derivatives (PDD) –

the differences between adjacent phase difference values for a feedback rate of 20Hz

– at different frequencies. We observe that the two channels’ PDD values exhibit

strong correlation and have similar trends. Hence, we believe our hypothesis

is true and can estimate the phase differences at the energy charging channel

using the phase differences from the feedback channel. As such, transmitters

can measure the phase difference on the feedback channel, estimate the phase

difference on the energy charging channel, and then adjust their phases locally to

achieve rapid phase alignment.

Phase Estimation Using Adaptive Kalman Filter

We adopt an adaptive Kalman filter based estimation method. On a transmitter

node, we can model the received beacons as a state space model, in which yn

denotes the n-th feedback channel PDD, and xn denotes the n-th energy charging

channel PDD. We have the following:

xn+1 = Axn + wn, yn = Cxn + vn. (3.2)

The signals wn,vn are mutually-independent, zero-mean, white-noise signals with

covariance matrices Qn and Rn: E[wnw
T
i ] = Qnδni, E[vnv

T
i ] = Rnδni, and

E[wnv
T
i ] = 0.

We first use our observed xn and yn data for pre-processing. Specifically,

the initialization Kalman filter parameters θ = [A,C,Q,R] are calculated by

Expectation Maximization (EM) [78] algorithm from the pre-processing data.

Next, in order to timely estimate xn, we pass yn through the initialized Kalman

filter and adopt EM algorithm to adaptively update the Kalman filter parameters
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Figure 3.8: Real world Energy-Ball
testbed.

3m

20m

20m

Roof-mount GPS 

Figure 3.9: The illustration of Energy-
Ball setup.

θ = [A,C,Q,R] periodically. Specifically, each transmitter estimates and adjusts

its new energy charging channel PDD xn upon receiving a feedback beacon, and

each transmitter updates its Kalman filter parameters using EM algorithm upon

receiving every M beacons. In this way, each transmitter can locally adjust its

phase to achieve rapid phase alignment. Figure 3.7(b) shows an example PDD

estimation sequence. The estimated energy charging channel PDD values (blue

curve in Figure 3.7(b)) are in close agreement with the measured PDD values

(orange dots in Figure 3.7(b)). In this experiment, the average PDD estimating

error is 2.4 degree, which is more than enough for achieving distributed phase

alignment for our purpose2.

3.4 Building Energy-Ball Testbed Using USRPs

In order to implement and evaluate the Energy-Ball design presented in Sec-

tion 3.3, we develop an actual testbeb consisting of 17 N210 and 4 B210 USRP

nodes.

2Through simulations, we find that as long as the transmitter’s phase is within 45 degrees
of the optimal phase, Energy-Ball can still reach at least 90% of the optimal energy at the
receiver. Hence, we do not require the transmitter phases to be exactly the optimal value.
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3.4.1 Testbed Setup

USRP Deployment and Configuration: We deploy 16 USRP N210 and 4

B210 as transmitters, which are mounted on the 3-meter high ceiling of our lab-

oratory, forming a 20 × 20 m2 area. Another N210 acts as the receiver in our

testbed. It keeps broadcasting feedback beacons to all transmitters to guide their

phase adjustments towards the optimum. Our working frequencies are 915 and

964 MHz in this study. The maximum output power for each transmitter in our

testbed is around 71mw (18.5dbm). We use a WBX RF daughterboard on the

USRPs. There are two RF ports on each N210 and four RF ports on each B210,

in total we have 24 transmitters. Transmitters and the target receiver work in

FDD (with different antennas for transmitting and receiving) full duplex mode.

The energy charging channel is set as 915MHz narrow band, and the feedback

channel is set as 964MHz.

The receiver is set up on the floor, and the receiving antenna is attached to

our specifically designed robot, making it easier to change the receiver location.

Transmitters’ antennas are fixed, TG.35.8113 in our testbed, with quasi-isotropic

radiation patterns and low return loss in 915 and 964 MHz. The testbed itself is

shielded from outside, but the indoor RF multipath situation is quite complex.

Our testbed is housed in a cluttered laboratory, with floor, walls, and ceiling made

of high reflection materials.

Figure 3.9 shows a typical testbed deployment, 4 N210s and 1 B210 at each

of the four corners of the ceiling, with 1 meter between them. There is no commu-

nication channel between the transmitters. We could place the receiver anywhere

in the deployment area.

GPS Synchronization: We synchronize the transmitters through a master-

slave GPS system. Specifically, we use a rooftop-mounted GPS antenna that

provides reference signals (as the master clock) to the indoor GPS splitter. An
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Figure 3.10: (a) Convergence speed comparison for algorithms in different ran-
dom adjustments N and simulated annealing. Phase alignment with larger N
converges faster. (b) In the first 150 seconds, we turned on/off and measured 12
transmitters one by one. After time 150, we turn on all transmitters and started
phase alignment. RSS quickly converges after that.

Octoclock-G unit containing a GPS disciplined oscillator (GPSDO) generates the

PPS and 10MHz reference signals which are distributed via equal length cables

(75ft + 7.5ft) to 8 other Octoclock units which do not have GPSDOs. Four

of these Octoclock units are installed in the corners of the testbed to split the

reference signals using equal length cables (10ft). The use of equal length cables

and a symmetric topology ensures that all connected devices will see the same

reference signals with little deviation in phase and time.

Distributed Phase Alignment: How to achieve phase alignment is orthogonal

to the design of Energy-Ball , and we can potentially pick any practical phase

alignment algorithm. In this study, we build our phase alignment algorithm on

the 1-bit phase alignment algorithm that is proposed in [79, 22]. That is, upon re-

ceiving a 1-bit feedback from the receiver, transmitters will randomly adjust their

phases. The energy receiver will measure the resultant energy level, and send a

feedback to indicate if this phase adjustment has led to a better received energy.

If yes, the transmitters adopt this new phase combination; otherwise, they con-

tinue to use their old phase combination. In either way, at the end of each round,
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the transmitters keep the best phase combinations they have attempted thus far.

Repeating this process, the transmitter phase combinations will approach opti-

mal values that result in the optimal energy level at the receiver. In this study,

we extend the 1-bit phase alignment algorithm. In each round, instead of trying

one phase adjustment, the transmitters try N different phase adjustments. The

receiver will then notify the transmitters whether any of the N new phase com-

binations gives higher energy then the old phase combination; if yes, which new

phase combination is the best.

Our extension converges much faster compared to the 1-bit algorithm. Fig-

ure 3.10(a) shows simulation results (with 100 transmitters) of convergences for

several different N values, with the simulated annealing algorithm [80] and 1-bit

algorithm (N = 1) as baseline results. The results show that the convergence is

significantly faster than base line algorithms with larger N .

Figure 3.10(b) shows an example experiment of real world distributed phase

alignment. There are 12 transmitters in this experiment, the feedback rate is 20Hz

and N = 2. In this experiment, we turn on and off 12 transmitters one by one to

record the RSS contribution from each transmitter in the first 150 seconds. After

150 second, we turn on all transmitters and run the phase alignment algorithm.

The RSS converges to near optimal after 9 seconds. Specifically, the optimal RSS

is 0.222, and Energy-Ball reaches of the optimal RSS in this experiment.

3.4.2 GNU Radio Implementation

Signal processing tasks are performed by the GNU radio version 3.7.6.1. An

overview of implementation flow for transmitters and the receiver is illustrated in

Figure 3.11. We write multiple out-of-tree GNU radio modules to implement our

functions. We next describe the GNU radio signal processing flow in detail.



54

Transmitter Side

The transmitters first receives feedback beacons in a narrow band 964 MHz chan-

nel by a USRP Hardware Driver (UHD) source block. Then after low pass filter-

ing, the transmitter demodulates the incoming signal using the preset width-value

mapping and guard band design in the demodulation block. By changing the

threshold parameter on this block, we can calibrate the threshold that differen-

tiates noise and beacons at the beginning of each experiment. This is important

since the experimental environment is changing with time. The transmitter will

do different tasks according to the demodulated beacons.

Stationary Scenario: The transmitter applies N phase adjustments after de-

modulating the beacon in the next block. Note that the transmitter holds its

phase for the period of a slot τ , τ = t/N , where t is the duration for a round,

we set t = 50ms in our testbed. Due to the complexity involved in having large

N values, we implement N = 2 in our testbed. At last, after an output control

block, the transmitter sends out the narrow band 915 MHz phase adjusted signal

by a UHD sink block.

Mobile Scenario: The transmitter measures the phase difference of each incom-

ing beacon and calculates the PDD accordingly. Within each incoming beacon,

every two adjacent samples will yield out a phase difference, and the phase differ-

ence of this beacon is calculated by averaging the phase difference of all adjacent

samples. Since USRP could only calculate wrapped phases, we apply Fast Fourier

Transform (FFT) for each beacon to do phase unwrapping before calculating the

phase difference.

Then the calculated PDD is sent to the Kalman filter to estimate the PDD

of 915MHz channel. Lastly the transmitter adjusts its current phase using this

estimated new phase. The Kalman filter parameters are updated by the EM

algorithm once for every 60 beacons.
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Figure 3.11: Energy-Ball TX and RX signal processing flow.

Receiver Side

The receiver acts as a coordinator for transmitters, sending out instructions to

guide the transmitters’ phase adjustment towards constructive interference among

them. By broadcasting different beacon width, the receiver sends different bea-

cons to indicate if its stationary or mobile.

Stationary Scenario: The receiver first receives all incoming signals in a narrow

band 915 Mhz channel. In the following block, after low pass filtering, the receiver

measures the received energy by averaging the RSS of all incoming signals for

each of the N phase adjustments. It sends out an instruction to the next block

at the end of each round after comparing the average RSS values for each phase

combination, telling the next block which phase adjustment in this round has the

highest energy. Then, the next block modulates a width-based beacon following

the preset width-value mapping. Finally, this beacon is sent out by the last

UHD sink block in a narrow band 964 MHz channel. In our system, the receiver

broadcasts 20 beacons every second. Hence it has to process receiving signal every

50 milliseconds.

Mobile Scenario: In this case the receiver keeps broadcasting 20 special width
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beacons every second. Transmitters measure the phase difference of 964MHz

channel according to this beacon.

Robust Pulse-width Modulation Feedbacks

Next, we take a closer look at the feedback mechanism for the receiver. In the

feedback control phase alignment method, the receiver sends feedbacks to trans-

mitters to signify which phase combination out of the N + 1 options gives the

strongest signal to the receiver. Below, we use N = 1 to simplify the discussion.

In this case, the feedback has two values, 0, meaning the transmitter should use

its old phase value, and 1, meaning the transmitter should adopt the randomly

picked phase value. In [81], the receiver feedback uses signal amplitude to modu-

late: low amplitude denoted as 0 and high amplitude denoted as 1. Such a scheme

requires two preset amplitude thresholds, one threshold for differentiating noises

and valid feedback beacons, while the other for differentiating lower amplitude

from higher amplitude. Choosing suitable amplitude threshold values, however,

is quite challenging as different settings have significantly different radio environ-

ments; even the same setting may experience considerable fluctuation with time.

Also, N feedback control phase alignment method needs N + 1 vulnerable thresh-

olds, which is extremely difficult to realize while the receiver is moving. In [82],

a GMSK-based feedback scheme is used, which only requires one threshold to

differentiate noise from feedback beacons. On the downside, it requires phase-

level synchronization among the transmitters and receiver, which is not always

available in such a distributed system.

In order to address this issue, we choose to adopt a width-based modulation

method and show that it is simple but robust. In each round, the receiver broad-

casts a feedback beacon that has N + 2 possible widths, in which N + 1 different

widths are for feedback control phase alignment method while the receiver is sta-

tionary and another special width is used for adaptive Kalman filter while the
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Figure 3.12: (a) We use different beacon width to indicate feedback information.
Only one threshold is used to differentiate environmental noise and beacons. (b)
Powercast P2110-EVB board and our PIPs sensor board. (c) Energy measure-
ment robot scans Chilitags (on the ceiling) for navigation.

receiver is mobile. The mapping between beacon width and specific values is

pre-determined and known to each transmitter and receiver. After receiving a

feedback beacon, transmitters infer its value based upon the beacon width and

the pre-determined mapping. It is very likely that the received beacon width does

not exactly match any of the preset values, and so we set a small tolerance space

δ = ±d
5
, where d is the expected beacon width, as a guard band (in time domain)

to address this problem.

Compared to amplitude-based feedback beacons, width-based beacons are

more robust since they only needs one threshold to decode the feedback (the

threshold differentiating environmental noise and receive beacons, shown in Fig 3.12(a)).

We note that the downside of the width-based beacon scheme is the relatively lim-

ited beacon values it can support, which is not a concern in our system because

large N values are not realistic anyway.

3.4.3 Experimentation and Measurement Tools

Energy Harvester and Low-Power IoT Sensors:

In the testbed, we utilize the delivered energy to power an in-house low-power IoT

sensor, PIPs [45, 83, 84], which has been designed for smart building applications.
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Figure 3.12(b) shows the PIPs board and the energy harvester board. A Pow-

ercast P2110-EVB [85] serves as the energy harvester in our system. It converts

input RF energy into DC energy, charging a 500uF capacitor on the P2110-EVB

board. The output voltage of P2110-EVB is then set as 3.3v by a regulator and

the regulator will only be turned on when the voltage across the capacitor ex-

ceeds 1.2v. The regulator consumes the stored energy in the capacitor. Note

at 915Mhz, the P2110-EVB energy harvester has around 50% RF-DC efficiency.

Hence the actual rectified DC power received at the end device is less than the

absolute delivered RF power.

We charge PIPs by using the 3.3v output voltage. An Agilent E4405B [86] is

used to measure the absolute incoming RF signal strength. Though the harvester

could be turned on as long as its input RF signal strength is over -12 dbm,

around -7 dbm signal strength is needed to make the regulator work continuously.

Otherwise, voltage between the capacitor pins would drop while powering the

regulator, hence failure to provide a stable 3.3v output voltage.

PIPs is an ultra low-power sensor board, consisting of a moisture, temperature,

and magnet open/close sensor. Normally, PIPs is powered by a coin cell. Here we

configure PIPs such that it collects and reports data every 10 seconds. It takes

45.7 µJ to collect and transmit data, and consuming 3 µW to stay idle.

In order to charge PIPs, we first attach the receiver N210’s antenna onto a

tripod with a coax cable and run feedback control phase alignment method to

achieve the optimal energy at the receiver. Next, keeping the receiving antenna in

the same location, we connect it to the P2110-EVB harvester board that converts

the received RF energy to DC energy. As soon as sufficient energy is generated,

PIPs would start transmitting sensed data to its receiver.
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Energy Measurement Robot:

Figure 3.12(c) shows a picture of our energy measurement robot and Chilitags

on the ceiling. The robot is controlled via ROS (Robot Operating System) [87]

and it’s a Pioneer-p3dx robot [88]. The robot is differentially driven, and uses a

Logitech c920 webcam for localization via the Chilitags library [89]. There are

approximately 460 11” by 11” fiducial markers placed in a grid on the ceiling

with a one meter spacing. For the purposes of this experiment, the robot was

controlled via teleoperation, though it is designed to be operated autonomously.

The Rosaria package provides a ROS compatible interface to the robots on-board

controller, allowing any other program in the ROS ecosystem to communicate

with it. A simple logger was created in python to record the robots position, and

plot the path that the robot followed during the experiment.

Spectrum Analyzer and USRP Calibration:

We use a spectrum analyzer Agilent E4405B to measure the absolute RF channel

power. The spectrum analyzer can be used for acquiring absolute channel power

on USRPs. USRPs can only measure RSS without units. But since the RSS

measured on USRPs and their daughterboards is linear to the absolute RSS [90],

we can figure out the absolute measured power on a USRP by calibration. Specif-

ically, we set a USRP N210 broadcasting RF energy constantly, and we connect

the receiving antenna to a calibrated spectrum analyzer through a coax cable to

measure the narrow band 915 MHz channel power. While keeping the receiving

antenna at the same location and RF source USRP broadcasting the same signal,

we then disconnect the coax cable from the spectrum analyzer and connect this

cable to the receiving RF port of another USRP. By this calibration process, we

can map the unitless USRP measured RSS to the absolute power (in Watt).
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Figure 3.13: Using the topology shown in Figure 3.9, we measure the power level
distribution of Energy-Ball in a 6 × 6 meter area centered at the receiver. (a)
presents the 3D view of distribution, while (b) presents the histogram of the power
level measurements. The distribution clearly shows that the energy density level
at the receiver (marked by the red X) is much higher than that at other spots
within the measurement area.

However, we note that our calibration process does have limitations. For in-

stance, the receiving RF port on USRP N210s most likely saturates if the received

RF power exceeds 9dBm (around 7.9 miliwatt), in which case the USRP likely

loses its linearity between the recorded RSS and the absolute received RF power.

As a result, we limit the received power accordingly in our experiments.

3.5 Evaluation

Using the USRP-based testbed, we have conducted thorough and carefully de-

signed experiments to evaluate the proposed merits of Energy-Ball . We also

demonstrate Energy-Ball can charge PIPs sensors across the room, enabling bat-

tery free IoT communication.

3.5.1 Energy Density Distribution of Energy-Ball

First, we measure the energy density distribution in the charging area. We show

that with Energy-Ball , the energy level at the target receiver is the maximum
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across the entire area. We have also implemented a traditional beamforming

based WPT system and compare its energy distribution pattern with Energy-

Ball .

Experimental Setup: We use the topology shown in Figure 3.9 for Energy-Ball

implementation in this experiment. On the other hand, for comparison, as shown

in Figure 3.14(a), we custom build a beamforming rack which has 16 transmitting

antennas and 16 receiving antennas to perform MRC [41] beamforming based

WPT.

The main challenge in conducting this experiment is measuring the energy dis-

tribution in the area. Manually sampling the area would take a significant amount

of time (e.g., tens of hours), and it is very hard to keep the radio environment

around the receiver stable within this period. Performing parallel measurements

with multiple USRPs is not a viable approach either, due to differences in their

hardware.

We thus use a specifically designed robot to address this challenge. The re-

ceiver’s antenna is attached onto the robot. In this method, as soon as the phase

combining at the receiver stabilizes, we stop the receiver from sending feedback

messages. As a result, the locked phases at the transmitters lead to coherent

Target 

Receiver
Target 

Receiver

(a) (b) (c)

Figure 3.14: Comparison experiments show the energy distribution of beamform-
ing WPT systems. (a) Real world set up of our 16 by 16 beamforming USRP
Rack. (b) Measured received power in the area between the beamforming rack and
target receiver. (c) Statistics of measured power, there are still lots of locations
have received power greater than the target receiver.
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phase combining at the original receiver’s location. Next the robot will traverse

the intended scanning area by a preset trace, which will cover the intended area

as much as possible. Meanwhile the receiving USRP is recording the RSS during

the whole process, and the RSS values are eventually mapped to their correspond-

ing locations by comparing the timing information of the robot and the receiving

USRP. During our experiment, we also make sure that the observed RSScombined

value at the energy delivery destination (the original receiver location) does not

have noticeable variation.

Results: In our topology (shown in Figure 3.9), we have measured a 6×6 m2 (this

size is limited by the maximum length of the coax cable) rectangular area around

the receiver. Figure 3.13 (a) shows the measured received power distribution in

a 3D view. We clearly witness a sharp energy peak around the target receiver

location, while the energy at other locations are very low. Figure 3.13(b) shows

the statistics of measured received power from the robot: the received power at

target receiver is 0.63mw, which is the maximum received power of all measured

spots. 62% of measured received power is less than 0.063mw and 99% of measured

received power is less than 0.31mw.

As far as the MRC beamforming based WPT is concerned, Figure 3.14(b)

shows the measured received power distribution. A strong energy beam projects

toward the target receiver, and most of the received powers (89% of measured

locations on the line of main beam) on this beam are higher than the received

power at the target receiver. Figure 3.14(c) shows its statistics: received power

at target receiver is 0.54mw, but there are 8% of measured spots have received

power higher than the target receiver.

We note that on our facility, we cannot move these USRP antennas around,

and as a result, the distances between the transmitters and the receiver in these

two systems are different. Because of this, it is hard for us to directly compare

the delivered power amount in both systems, nor can we compare their charging
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Figure 3.15: In our 20× 20 m2 test area, we place the Energy-Ball receiver at 42
locations, in which location 1 is the center of the area and the other 41 locations
are randomly chosen. We show the received power at each of these receiver
locations here. Results show the received power at most of the locations is higher
than the received power level at the center of the deployment area (location 1).

efficiency. However, we do see that these two systems lead to very different energy

density distribution patterns. Energy-Ball has the energy peak only at the target

receiver. Specifically, the peak/average received power ratio in this experiment

is 8.72. As we noted in Section 3.2.2, these patterns potentially have different

implications on safety of the system especially when the delivered energy amount

goes up.

3.5.2 Energy-Ball Delivers Energy at Any Point across

the Room

We have built a 20 × 20 m2 area testbed. We now show Energy-Ball can align

phases and delivery energy at any point within this area. For this purpose, we

place the target receiver at 42 different locations, measure the delivered energy

at each spot, and show the results in Figure 3.15. Among these 42 locations,
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location 1 is the center of the charging area while the other 41 locations are ran-

domly chosen. Specifically, the received power at location 1 is 0.57mw. When we

move the receiver to a different location, our system re-align transmitters’ phases.

Experiment results show they all converge to over 90% of the optimal received

power. Among these 42 measurements, the minimum, average and maximum

received power are 0.51mw, 0.63mw and 0.74mw, respectively.

3.5.3 Energy-Ball Charges Mobile Receivers

Next, we show that our Energy-Ball testbed can successfully deliver energy to a

mobile receiver as well. In this experiment, the trajectory of the mobile receiver

is unknown to the transmitters.

Experimental Setup: We mount the receiver on our robot that moves on a

straight line at constant speeds, 0.1, 0.2, 0.3, 0.4, 0.5 m/s. Here, as shown in

Figure 3.16(a), while the robot is stationary, we first measure optimal energies

at 13 different positions along each moving track of 0.6m. Then the robot starts

moving on a straight line as well as running Energy-Ball . We did this experiment

for 13 times at each speed. The receiving USRP records received power data on

the target receiver while the robot is moving. We use the average of 13 optimal

measured energy as reference (100%), we compare the received power among (1)

different moving speeds and (2) the performance between Energy-Ball is working

and Energy-Ball is not turning on.

Results: Figure 3.16(b) shows around 80% of optimal received power is received

for mobile receiver while Energy-Ball is working, only 14.7% of optimal received

power is received while we turn off Energy-Ball . The adaptive Kalman filter

design enables the mobile target receives significantly more energy, which is com-

parable with optimal energy (when the receiver is stationary). This result also

suggests the received power under these 5 different tested speeds are similar.
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Figure 3.16: (a) We place the receiver on the robot, which moves at a constant
speed along a 0.6 meter long trajectory. We measure received power at 13 different
positions on the trajectory (transmitters are placed at 4 corners). (b) The received
power percentage values at the mobile receiver with different moving speeds. The
rightmost box represents the received power percentage value when Energy-Ball
is turned off (transmitter phases are still aligned to the original receiver location).

3.5.4 Application Example- Charging Low-Power PIPs Sen-

sors

Lastly, in this subsection, we provide evaluation results of charging PIPs (hard-

ware details are given in Section 3.4) through a Powercast P2110-EVB harvester.

With the delivered energy, we show that the PIPs sensor board is able to work

without battery.

Enabling Battery-less IoT: In this experiment, we place PIPs in 13 randomly

chosen locations in the charging area. At all 13 locations, Energy-Ball delivers

over 0.6mw power that enables PIPs sensing and transmitting data continuously.

The measured minimum, average and maximum received power across the room

are 0.61mw, 0.67mw and 0.79mw respectively. Figure 3.17(a) shows a portion of

the reported sensor data from the sensor charged by our testbed. We observe no

dropped packet during the entire experiment.

Powering Specific PIPs through Precise Energy Delivery: Next we place
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the harvester and PIPs in location 7-14 (red square in Figure 3.17(b), O in Fig-

ure 3.17(c)). After a short charging period, the PIPs board is powered and begin

to collect/report data continuously. Again, we observe no packet drop during the

entire experimentation period.

With transmitters’ phases locked, we move the harvester and PIPs to other

locations (we move PIPs’s location instead of having a different sensor at that

location because we don’t have enough number of power harvesters):

• A short distance (wavelength 30cm) away from the energy focus. We move

the PIPs one λ (around 30 cm) away from the focus point O, i.e., A,B,C,D

in Figure 3.17(c) (still within the red square in Figure 3.17(b). At these

locations, the harvester can be charged slowly but PIPs fails to work con-

tinuously. For example at location A, PIPs could work for 90 seconds then

it is down for a 20 minutes to charge, because the charging speed of P2110-

EVB’s on board energy storing capacitor is less than the rate of energy

being consumed.

• Farther away from the energy focus. Next, we move the harvester and PIPs

further away, to locations 7-13, 7-12, 8-14, 9-14, 7-15, 7-16, 6-14, 5-14, 15-

15, 13-16, 15-7, and 7-6, one by one. As expected, PIPs did not get charged

to a level where it could sense/communicate. These locations are marked by

blue squares in Figure 3.17(b), and summarized as ‘others’ in Figure 3.17(c).

End-to-end Efficiency: Since our transmitters work in far-field settings, the

end-to-end energy transferring efficiency (prx/Σptx) is rather low, ranging from

1/1000 to 1/3000 across our 20 by 20 meter testbed. However, it is the physical

limitation of any far-field WPT system. The end-to-end efficiency could be in-

creased by using directional transmitters. We argue that such an energy delivery

system is still valuable, mainly because the value of transmitted power and the

value of received power is often asymmetric, especially if the receiving node is
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Figure 3.17: In this experiment, we investigate whether sensors at locations other
than the target can be powered. (a) Data reported by PIPs, including timestamp,
dropped packet ID, server ID, sensor ID, RSSI and sensed data. (b) shows the
experiment set up where the target sensor (O) is in the center of the red block,
and A, B, C, and D are within the red blocks, 30cm away from O, and a few
others are located in the blue squares. (c) shows how sensors at different locations
operate when the energy is focused at O. O can work perfectly, A-D can work
partially even though they are only 30cm away, and those sensors that are placed
in the blue blocks do not have sufficient power to sense or communicate.

in a hard-to-access region. As IoT devices are made increasingly low-power, this

concern becomes less severe.

3.6 Conclusion

In this work, we present a new WPT approach that transfers wireless energy to

intended receivers by arranging a group of distributed transmitters around the

receiver and coherently combining their phases at the receiver. This approach is

a departure from existing beamforming based WPT approaches which have high

energy on the energy beam path. The key innovation of our approach is that

it can maximize the received power solely at the receiver, and have low received

power at other locations across the space. Through detailed evaluation using 21

USRP nodes across a 20 × 20m2 area, we show that the proposed approach can

maximize the power level at the target receiver, can deliver a consistent amount of

power to any point in the area, can charge a mobile receiver, and can continuously

power a low-power IoT node at any point across the area.
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Chapter 4

Towards Flexible Wireless Charging for Medical

Implants Using Distributed Antenna System

4.1 Introduction

Each year millions of patients improve their quality of life through medical im-

plants [91]. These devices are inserted into the human body to replace a missing

body part [92], modify a body function [93], or provide supports to organs and

tissues [94]. While functional innovations on medical implants are going full

steam ahead, the amount of energy required by these devices remains substan-

tial. Though cutting-edge batteries could enable medical implants (e.g., pace-

maker [95]) to function for years [96, 97], the use of battery is not always feasible

– there may not be enough space inside the brain or body as a battery’s size

is proportional to its lifetime [98]. We have thus seen cumbrous solutions such

as placing the battery of a brain stimulator in the user’s chest or even outside

the body, with wires running between the battery and the stimulator. Battery

replacement, on the other hand, is risky as it usually requires a surgery that may

introduce extra complications [99, 100].

Wireless charging has received attention in recent years as a viable alternative.

The concept of wireless charging, however, is not new. From early 1900s Tesla’s

Wardenclyffe tower [101] to the later Air Force mission of powering an unmanned

helicopter [53], wireless charging has witnessed significant breakthroughs over the

past century. Today wireless charging can be simply performed on an office desk

or in a car. As far as medical implants are concerned, they are primarily charged
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Figure 4.1: An illustration of In-N-Out deployment. The leader radio coordinates
multiple slave radios to charge the pacemaker during bedtime.

through electromagnetic coupling in the near field [102, 103, 104, 105, 106]. These

near-field charging systems use dedicated coils that usually require contact with

human tissues. A critical drawback of these systems is that their charging effi-

ciency drops significantly with the reduction of coil size and the increase of coil

separation, which severely hinders the miniaturization of medical implants [9].

Another drawback of these near-field systems is the low flexibility: the users are

required to wear bulky transmitter coils and carefully align them with the implant

coils [107]. Even though the user can stay static for hours, the inter-coil coupling

can be easily broken as the implant coils may move as blood flows [108]. Thus, a

contactless means of wireless charging holds appeal as a flexible and less invasive

alternative.

This work presents In-N-Out, a flexible far field power transfer system that

owns two desirable properties: 1) it does not require the user to wear cumbersome

charging devices. 2) it can continuously charge the medical implant residing in

deep tissues with consistently near-optimal power, even when the implant moves

around inside the human body. To do so, In-N-Out leverages beamforming to



70

combine signals coherently at the medical implant. At the heart of beamforming

is the accurate measurement of channel state information (CSI) of each wireless

channel. This is usually achieved by having the transmitter send a preamble,

where the receiver (e.g., a medical implant) uses this preamble to estimate the

CSI of the forward channel. This CSI value is then fed back for transmitter

beamforming.

However, CSI measurement becomes very challenging, if at all possible, for

medical implants. RF signal generation is power hungry, which becomes espe-

cially challenging for medical implants that are deeply power constrained [9]. In

practice, to minimize power consumption, the RF radio of a medical implant

typically adopts a rather low power amplification coefficient [10]. Therefore, the

resulting preamble signals are very weak, which are made even worse by the fast

decaying radiation efficiency of an in-body antenna. The antenna’s radiation effi-

ciency decays significantly due to its miniature size, i.e., 10 – 20 dB loss compared

to the weak transmission signals [11, 12]. Furthermore, RF signals experience ex-

ponentially more attenuation in human tissues than in air, e.g., 40 dB loss over

just a few centimeters in muscles [13]. As a result, the received signal is usually

well below the noise floor, hence the failure to provide accurate CSI estimation.

To solve these challenges, the state-of-the-art, IVN [8], proposes to encode the

frequency of multiple transmission signals in hopes of these frequency-varying

signals coherently combine at the medical implant from time to time, without

CSI measurements. IVN achieves high beamforming power intermittently to cold

start the medical implant. It is, however, ill-suited for power transfer as the

beamforming power it actually produces, for most of the time, is far less than

the maximal beamforming power.1 The coherent-incoherent beamforming nature

renders the power delivery particularly inefficient.

1Defined as the power level measured at the target location when all wireless transmissions
are coherently combined.
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Figure 4.2: The energy heatmap produced by (left) a linear 24-antenna array
and (right) a distributed 24-antenna array. The linear antenna array produces
an energy beam spreading in the direction of the target, while the distributed
antenna array produces an energy spot surrounding the target.

In In-N-Out, we devise a coherent beamforming algorithm that can contin-

uously achieve the maximal beamforming power at the medical implant, even

when the implant moves around inside the human body. Our algorithm builds

upon the iterative one-bit phase alignment approach proposed in [79, 22], which

involves the receiver sending a feedback signal to describe the received beam-

forming power change after each iteration until reaching the maximal. Though

this approach can accomplish consistently coherent beamforming, it cannot be

directly adopted in our setting because frequently measuring beamforming power

and sending feedback signals would even consume more power than what can be

wirelessly harvested at the implant. Thus, leveraging the one-bit phase alignment

approach as a generic framework, we take into consideration the unique challenges

in our scenario and design a backscatter assisted beamforming (in short, BAB)

scheme. Our BAB scheme employs a customized monotonic backscatter radio at

the implant that simply reflects signals and another nearby auxiliary radio that

assesses the received backscatter signal power change. In this way we successfully

offload power-consuming operations at the medical implant (e.g., power assess-

ment, signal generation and transmission) to the auxiliary radio outside human
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body, and thus significantly cut down the energy consumption compared to ex-

isting systems where implant radios have to directly assess the received power

change and produce feedback signals.

However, new challenges arise when we use backscatter radios at the implants.

After going through excessive channel fading in both directions, the received

backscatter signal is usually well below the noise floor, hence causing the new

challenge of detecting/decoding the weak backscatter signal. In-N-Out addresses

this challenge by pre-coding the carrier signal using chirp spreading spectrum

(CSS) modulation. The frequency-domain processing gain of CSS enables In-N-

Out to detect the backscatter signal even 35dB2 below the noise floor.

We prototype In-N-Out on 21 USRP software defined radios and evaluate

its performance in various settings. In our prototype, we adopt distributed an-

tenna layout that addresses the safety concerns of wireless charging. Performing

beamforming using co-located antennas will generate a high energy beam along

a specific angle, as shown in Figure 2(left). This high energy beam does not only

cover the medical implant but also part of the human body, likely resulting in

excessive heating of human tissues. In contrast, beamforming with distributed

antennas produces a tiny energy spot surrounding the target location as shown

in Figure 2(right) and the energy density at other locations is significantly lower

due to destructive interference [69, 109, 110, 111]. Therefore, it naturally avoids

overheating other areas of the body while charging the target. Moreover, these

distributed antennas have different orientations and are thus insensitive to the

orientation of the implant.

Our field studies show that In-N-Out’s beamforming algorithm is efficient (¡

0.3 s latency) and reliable (insensitive to the implant’s rotation and motion).

It achieves 0.37 mW charging power on average when the implant is 2 m away,

2In-N-Out does not need to decode the packet but detect the power change of backscatter
signals.
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which is sufficient to power a range of medical devices from outside the body. Our

head-to-head comparison with IVN [8] shows that In-N-Out achieves 5.4×–18.1×

and 5.3×–7.4× average power gain over IVN in stationary and low-speed mobile

scenarios, respectively.

In-N-Out’s contributions include:

• Designing a software-hardware solution for deep tissue power transfer. We

devise a set of signal processing algorithms and a low-power, monotonic

backscatter radio that enables In-N-Out to charge the medical implant at

the maximal beamforming power, even when the implant moves around in-

side the human body. Our system consists of several technical innovations,

including backscatter-leader-slave three-party beamforming without explicit

CSI measurement, two-phase leader-slave chirp synchronization design, ra-

dio cold start through intentionally imperfect phase alignment, etc.

• Prototyping the system on software-defined radios and a PCB board, and

conducting comprehensive evaluation of the system. Our evaluation takes

into consideration the impact of important parameters such as the charging

medium, system size, chirp bandwidth, antenna array size, etc. We also

conduct head-to-head comparisons with the state-of-the-art approach in a

range of settings.

In the next section (§4.2), we introduce the scope of our work. The system

design is detailed in Section 4.4. An implementation (§4.5) and performance

evaluation (§4.6) then follow. Section 4.7 summarizes related works. We discuss

future works in Section 4.8 and conclude the work in Section 4.9.

4.2 Scope

This work aims to developing a practical wireless charging system, with the hope

of extending the lifetime of medical implants.
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The lifetime of a medical implant depends mainly on the lifetime of its bat-

tery [112]. Hence a lot of efforts have been made to improve the battery life [113],

either by increasing the battery capacity or minimizing the device power con-

sumption. Today state-of-the-art pacemakers can last for over ten years [114].

However, the user still needs a surgery for replacement when the battery is de-

pleted. To lengthen the implant’s lifetime, In-N-Out can serve as a supplementary

power supply – whenever the user stays in a space where a personalized In-N-Out

system is available, the implant can be charged, without drawing power from

the regular battery. As a result, the lifetime of the implant can be significantly

extended.

We note that though In-N-Out is primarily designed for wireless power trans-

fer, its application scope can be much broader. For example, In-N-Out could

potentially serve as a communication system to collect the biomedical data from

inbody sensors [115, 116]. Compared with conventional gastroscopy that requires

the patient to swallow a tube for data collection [117], our solution is much less

invasive.

Possible Deployment Scenarios: We envision the In-N-Out system will be de-

ployed in the user’s personal space (home and/or office). Given a typical bedroom

(4×4 m2 rectangular area with a 2.8 m average target-antenna distance), if we

keep the number of radios to a reasonable number, i.e., less than 14 (each emitting

30 dBm signals), then the resulting power density at any location in the room is

well below the power limit specified by FCC regulation (0.6 mw/cm2 [64]).

4.3 Beamforming Without CSI Feedback

Due to excessive channel fading and inhomogeneous channel propagation in deep

tissues, CSI measurement becomes very challenging, if at all possible, for medical
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implants embedded in deep tissues (will be explained in §4.4). Instead of pur-

suing a precise CSI measurement, we employ a non-CSI beamforming approach

proposed in [79, 22], referred as one-bit phase alignment algorithm.

Algorithm overview

. The one-bit phase alignment algorithm goes through multiple rounds and then

converges to the optimal phase settings. In each round, each transmitter updates

the phase of the transmission signal based on the feedback sent from the receiver.

The phase value in the current round is randomly selected within the range of

±Φ with respect to the phase value in the previous round (we discuss the optimal

Φ setting in §4.4.3.). Phase update can be formulated as follows:

θi(n+ 1) =


θi(n) + δi(n), if y[n] > y[n− 1],−Φ◦ ≤ δi(n) ≤ Φ,

θi(n− 1) + δi(n), otherwise,

where θi(n) is the phase setting of the ith transmitter in the nth round and y[n]

is the received signal power in the nth round.

An example

. We use a simple example scenario involving three transmitters to explain this

algorithm. In the first round, each transmitter randomly chooses a phase value,

as shown in Figure 4.3(a). The receiver records beamforming power. In the sec-

ond round, each transmitter randomly chooses a phase that is within the range of

±Φ from its phase value in the first round. This new phase leads to an increased

beamforming power, as shown in Figure 4.3(b). The receiver notifies transmitters

this power increase (↑) with a single bit feedback. Hence in the third round,

each transmitter uses its round two phase value as the reference and updates its

phase accordingly, which unfortunately leads to a degraded beamforming power

(↓), shown in Figure 4.3(c). Therefore, in the fourth round, each transmitter
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Figure 4.3: A running example of the one-bit phase alignment algorithm with
three transmitters. Each transmitter adjusts its phase based on the feedback
from the receiver and gradually converges to the optimal phase alignment.

again uses its round two phase value as the reference (Figure 4.3(d)). The algo-

rithm iterates in the fashion until the beamforming power reaches its maximum

(Figure 4.3(n)).

4.4 System Design

In-N-Out involves a leader radio and several slave radios working on 915 MHz ISM

band,3 as shown in Figure 4.1. The leader node detects and decodes feedback sig-

nals sent from the medical implant and uses decoded information to govern the

phase alignment of slaves in the next round. As the medical implant may move

around while charging, we do not assume any prior knowledge of the implant’s lo-

cation. To minimize the energy consumption due to feedback signal creation and

3Working on 2.4 Ghz or 5 Ghz ISM band may introduce severe interference to ongoing Wi-Fi
traffic, whereas working on lower ISM band (i.e. 433 MHz) requires a bulky receiving antenna
which is not suited for implant devices.
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Tx power
(dBm)

Air path loss (dBm)
dist. (1 – 10m)

Skin reflection
/absorption (dBm)

Muscle path loss (dBm)
dist. (2 – 6cm)

Insertion loss
(dBm)

Muscle path loss (dBm)
dist. (2 – 6cm)

Skin reflection
/absorption (dBm)

Air path loss (dBm)
dist. (1 – 10m)

Rx power
(dBm)

30 [64] 31.67 – 51.67 [118] 3[119] 9.2 – 27.6 [120, 121] 30 [122] 9.2 – 27.6 [120, 121] 5[119] 31.67 – 51.67 [118] -89.74 – -166.54

Table 4.1: The power loss at different part of the round-trip path between the
transmitter (outside body) and the receiver (inside body). The transmission
power is set to the maximum value under FCC regulation.

transmission, we design a low-power backscatter radio that offloads the compu-

tation from the medical implant to the leader radio that is outside of the human

body (§4.4.1). As a proof of concept, we use a dedicated radio (i.e. USRP) as the

leader radio. However, we envision the leader radio can simply be a smartphone

being able to talk with slave radios wirelessly (e.g., through Wi-Fi).

In the rest of this section, we explain the details of each design component,

including carrier signal design and synchronization (§4.4), low-power backscatter

radio design (§4.4.1), and power change inference algorithm (§4.4.1). Finally, we

explain the way to bootstrap the system during the cold start in §4.4.2 and discuss

the way to balance beamforming convergence and delay in §4.4.3.

Carrier Signal

Backscatter radio neither generates carrier signals nor amplifies transmission sig-

nals. It instead modulates data on top of the ambient carrier signal (a sinusoidal

tone coming from a nearby active radio) and reflects the modulated signal (termed

as backscatter signal) back to the receiver. Compared with the active radio, the

backscatter radio saves three to four orders of magnitude transmission power by

avoiding power consumption on carrier generator and power amplifier [123]. How-

ever, the lack of power amplifier renders the backscatter signal extremely weak,

which is then made much worse by the excessive fading in deep tissues. Table 4.1

shows the break-down signal attenuation as the carrier signal goes through the hu-

man body and reflected by the backscatter radio. The receiving power is around

-128 dBm on average, well below the ambient RF noise floor measured by an
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USRP N210 in the same frequency band.4 Hence, both CSI and RSS measure-

ment are unreliable for channel estimation (CSI measurement at 915MHz band

requires at least 6 dB higher signal strength than RSS measurement [124]).

An intuitive approach is to have the backscatter radio leverage more advanced

coding mechanisms to improve the signal to noise ratio (SNR) of the backscatter

signal. However, this requires more complicated, power hungry analog-to-digital

(ADC) and digital circuits and will again complicate the implant radio design

and boost the overall energy consumption.

4.4.1 Backscatter Assisted Beamforming (BAB)

Directly applying one-bit phase alignment algorithm to in-body wireless charging

is unfeasible due to its excessive energy overhead. Generating a feedback signal

with even the simplest modulation scheme (i.e. frequency shift keying (FSK))

costs at least tens of milliwatts [125], which can quickly add up when we go

through each iteration. This operation alone would consume more power than

what can be wirelessly delivered to the implant. To address this dilemma, we re-

place the default active radio on the medical implant with a low-power backscatter

radio. A backscatter radio, while being able to minimize the implant’s power con-

sumption, raises new challenges and complicates the system design nonetheless.

Below we discuss these challenges in detail as well as our solutions.

To minimize the power consumption of the backscatter radio, we offload most

of its operations to the radios outside the human body. Taking a step further,

we adopt chirp spread spectrum (CSS) – a chirp pulse modulation that linearly

sweeps a frequency band to generate the carrier signal – to further cut down

the power consumption. Compared with conventional sinusoidal tone, CSS en-

ables the wireless signal to be decodable below the noise floor (e.g., -137dBm for

4-70 dBm on 915 MHz frequency band measured in an office building.
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(a) 50 µs time offset (b) 25 µs time offset

(c) 12.5 µs time offset (d) 0 µs time offset

Figure 4.4: RSS measurements in different time offset settings. A larger time
offset leads to a higher RSS fluctuation rate. The RSS converges to a relatively
stable value when all chirps are tightly time synchronized.

LoRa [126]) by introducing the unique processing gain on the frequency domain.

Given a fixed transmission power, the processing gain (PG) is proportional to the

product of the chirp symbol time St and the bandwidth Sbw: PG ∝ St×Sbw [127].

We can thus have different trade-offs between system delay and spectrum utiliza-

tion in different scenarios, without hurting the signal detection accuracy. In the

following examples, we set the chirp bandwidth and symbol time to 40 KHz and

4 ms. We have also explored other settings in our evaluation (§4.6.1).

Chirp synchronization: Tight time synchronization of chirp signals is the key

to the success of beamforming. Otherwise the beamforming power will fluctuate

drastically due to the periodical coherent and incoherent signal combinations. We

design a two-step chirp synchronization algorithm for this purpose. In the first

step, the leader radio broadcasts a chirp preamble. The slave radio synchronizes

with this preamble through cross-correlation. The resulting lag then translates

into a sample offset between the reference chirp and the received chirp preamble.

Each slave radio can thus compensate for this initial time offset. However, due

to heterogeneous software and hardware processing delays among radios, residual



80

Figure 4.5: A snapshot of RSS samples (top) and the fluctuation rate (bottom)
in one period. The fluctuation rate decreases with time. The signal amplitude
converges when the two radios are synchronized.

time offset still remains.

In the second step, the slave radios transmit a continuous chirp signal; the

leader radio listens. All slave radios then take turns to compensate for the residual

time offset under the guidance of the leader radio. This is based on the realization

that the amplitude of the superimposed signal (at the leader radio) will fluctuate

periodically if the incoming chirps are not tightly time synchronized. In fact,

the larger the time offset, the faster the received signal amplitude fluctuates,

as shown in Figure 4.4. The leader radio computes the fluctuation rate of the

received signal amplitude using fast Fourier transform (FFT) and then guides

slave radios to compensate for the residual time offset.

The second step goes through a total of N − 1 periods. In each period i,

In-N-Out aligns the initial time of the i+ 1th slave to the first slave. Specifically,

in the first period, two slave radios S1 and S2 send a continuous chirp signal

simultaneously. These two signals add up at the leader radio. Since S1 and S2
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Figure 4.6: Our monotonic backscatter radio design (left) and the PCB board pro-
totype (right). We envision the board size can be reduced to the sub-centimeter
scale when implementing In-N-Out on an Integrated Circuit (IC).

are not strictly time synchronized, we will see fluctuations of the received signal at

the leader radio. The leader then sends a two-bit feedback to S2, telling this node

to add or subtract one sample time, or to stop. S2 calibrates its clock based on this

feedback, and then regenerate a chirp signal with an updated clock. The leader

radio detects the change of the fluctuation rate and sends an updated feedback

to S2. The algorithm iterates as above until all slave radios are synchronized.

The algorithm then enters the next period and involves one more slave radio. All

slaves are tightly time synchronized at the end of the last period.

Considering its iterative nature, one may fear our synchronization algorithm

may cause an excessively long delay. However, the first step of the algorithm

can already yield small residual time offset and usually a reasonable number

of iterations (tens) are needed in each period. Figure 4.5 shows the variation

of received signals (top) and the fluctuation rate (bottom) in one period. The

fluctuation rate drops to almost zero in 0.27 s.
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Backscatter Design

The chirp modulation enables the leader radio to detect the weak backscatter

signal. However, generating this backscatter signal requires the backscatter radio

to measure the received power and compare it with the signal power measured in

previous round. These operations require extra hardware, computation and more

importantly, power consumption.

To solve this challenge, we offload power measurement from the backscatter

radio to the leader radio outside human body. We choose this design based on

the key observation of the monotonic backscatter system: the backscatter signal

power changes monotonically with the received beamforming power. By observing

the power change of the received backscatter signals, the leader radio could infer

the power change of the received beamforming power.

In In-N-Out, the backscatter radio shifts the superimposed carrier signal to

another frequency band (for interference avoidance) and reflects it directly back

to the leader radio. This is achieved by letting the backscatter radio generate a

baseband signal at frequency fs and mix this baseband with the superimposed

carrier signal at frequency f1. The mixer operation will shift this superimposed

carrier signal to another two frequency bands: f1 + fs and f1 − fs. The leader

radio detects the backscatter signal on one of these two frequency bands and infers

the beamforming power change accordingly. Following the iterative beamforming

algorithm introduced in §4.3, the leader radio then guides slave radios to adjust

their signal phase settings. To avoid interference between the carrier signal and

the backscatter signal, we conservatively set fs to 100 KHz, which is 1.5× larger

than the default chirp bandwidth (40 KHz).

Radio hardware design: Conventional backscatter design (e.g., RFID), how-

ever, is not always monotonic, as shown in Figure 4.7(top). This non-monotonic
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Figure 4.7: Non-monotonic (top, passive RFID [1]) and monotonic backscatter
radio (bottom, In-N-Out). The top figure is adapted from [1].

property arises from the energy harvesting circuit where the impedance of match-

ing network changes with input RF power.

To this end we design a low-power, monotonic backscatter radio. The hard-

ware schematic is shown in Figure 4.6. Our backscatter radio contains two RF

chains, one for energy harvesting (through antenna one) and another for backscat-

ter (through antenna two). It allows the energy harvesting and backscatter

to operate in parallel, without interfering each other. To achieve a consistent

impedance, the RF power on the backscatter radio should be relatively stable.

Hence we put a diode in-between these two modules, which allows the electric

current to pass through in one direction (from the bacskcatter module to the

energy harvesting module), while block it in the opposite direction. We measure

the backscatter signal power as we gradually increase the carrier signal power.

The result is shown in Figure 4.7. We observe that the backscatter signal power

changes monotonically with the carrier signal, which confirms the effectiveness of



84

(a) RSS measurements (b) PCCS(0) measurements

Figure 4.8: (a) RSS and (b) PCCS(0) measurements of the received backscatter
signal as the carrier signal power grows linearly.

the hardware design. The dynamic power consumption of this backscatter radio

is 42 µW, which takes up only around 12% of the energy harvested from our

testbed (0.37 mW ).

Beamforming Power Change Inference

The leader radio infers the power change of the beamforming signal by observing

the power change of the received backscatter signal. A new challenge arises due to

the extremely weak backscatter signal – after going through considerable channel

fading, the backscatter signal is usually below the minimum detectable strength

(MDS) of the commercial RF radios (e.g., around -75 dBm for an USRP N210

software defined radio [128]). To verify this challenge, we put a backscatter radio

into a 10 cm thick pork belly and conduct the following experiment. A transmitter

node that is five meters away sends a continuous chirp pulse, with its power

grows linearly from 0 to 20 dBm. A receiver node that is one meter away from

the backscatter radio measures the received backscatter signal. Figure 4.8(a)

plots the amplitude of the received backscatter signal. We observe noisy power

measurements which fail to reflect the power change of the backscatter signal.

We define a new metric called PCCS(ω) and use it to infer the power change of
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the backscatter signal. PCCS(ω) is computed by correlating the received backscat-

ter signal with the reference chirp in the frequency domain. We have proved

that the peak value of PCCS(ω), namely, PCCS(0), changes monotonically with the

power change of the backscatter signal, and demonstrated that PCCS(0) has suffi-

cient resolution to reflect the power change of the backscatter signal. We detail

the mathematical proof in Appendix 4.10.1.

Figure 4.8(b) shows PCCS(0) samples extracted from the received signals. We

observe an increasing trend of PCCS(0) as we increase the power of carrier sig-

nal. However, due to signal noises and measurement errors, PCCS(0) fluctuates

drastically, which may confuse the leader radio and introduce extra beamforming

iterations. To solve this problem, we adopt an adaptive Kalman filter [129] to

smooth the PCCS(0) samples. Figure 4.8(b) shows that the filtered samples can

fairly reflect the power change of the backscatter signal.

4.4.2 Cold Start

Previous sections focus on how to beamform towards the backscatter radio that is

already awake. In this section, we describe how we bootstrap the backscatter radio

during the cold start period. Cold start is a “chicken-n-egg” problem: without

enough power (-20 dBm at least [130]) the backscatter radio cannot wake up to

provide feedback (by simply reflecting the signal). On the other hand, without

the feedback, we cannot beamform to provide energy. Exhaustively searching

all the beamforming space in hope of accidentally waking up the backscatter

radio is obviously not a viable approach. Employing PushID [131] to wake up

the backscatter radio, on the other hand, requires a much stronger carrier signal

to compensate the excessive channel fading inside the human body, which may

overheating human tissues and cause safety issues.

We propose a beamforming-based space searching algorithm to bootstrap the

backscatter radio. Recall that the leader node can be a mobile phone or a wearable
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device worn by the user, it is thus reasonable to assume the leader node is close to

the medical implant. In In-N-Out, we first align all beams towards the leader node

and then search the limited space around the leader node. The space searching

algorithm is based on the realization that different phase combining can lead to

a significant different beamforming patterns. Specifically, let φi be the current

phase setting of the slave radio i. As we introduce a phase perturbation δφ to

φi, the carrier signals will coherently combine at other locations, resulting in side

lobes. This new phase combination also spreads the main beamforming lobe over

a larger area, as shown in Figure 4.9(b). Accordingly, by introducing different

phase perturbation δφ (−σ < δφ < σ) to each slave radio, we can produce different

beamforming patterns and use them for space searching. When the backscatter

radio gains enough energy as a result of this searching effort, it wakes up and

starts to backscatter. Once the leader radio receives this bacskcatter signal, it

goes back to serve its functions described in §4.4 and §4.4.1.

As the beamforming power spreads over the main lobe and side lobes, the

question here is whether these lobes are strong enough to wake up the backscatter

radio. To answer this question, we measure the power distribution of the beams

shown in Figure 4.9(b)–(d) and find a 3.6 dB power drop with repesect to the

optimal beamforming power (Figure 4.9(a)). Note that to achieve a desirable

charging efficiency, the optimal beamforming power of a multi-antenna system is

much higher than the power required in the cold start period (-15 dBm). Hence,

these newly emerging beams are strong enough to wake up the backscatter radio.

Our micro-benchmark result (§4.6.1) also confirms the efficacy of this cold start

method.

Determining the phase perturbation range σ: We define the scanned area as

the space where the received energy is higher than 30% of the optimal beamform-

ing power (equivalent to ¡ 5 dB loss). We then conduct simulations to investigate

the impact of the phase perturbation range σ on the scanning ratio – the ratio
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Figure 4.9: Beamforming energy patterns with different phase perturbations: (a)
optimal phase alignment, (b)-(d) with different phase perturbations. With phase
perturbations, we observe an enlarged main lobe and many side lobes. These side
lobes can provide sufficient energy to wake up the backscatter radio.

of the scanned area to the entire searching space (a 2×2×2 m3 Cube centered

at the receiver). Figure 4.10(a) shows the scanning ratio as a function of phase

adjustment in different σ settings. The scanning ratio grows rapidly as we in-

crease σ from 10◦ to 30◦ and further to 60◦. The growth of scanning ratio then

slows down as σ increases further. To better understand this result, we further

repeat the above experiment 100 times in different σ settings and show the re-

sult in Figure 4.10(b). We can see the scanning ratio peaks the maximal when

45◦ ≤ σ ≤ 65◦. Suggested by this simulation result, we set σ to 55◦.
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(a) (b)

Figure 4.10: Phase perturbation range σ analysis (a) Scanning ratio CDF vs.
number of perturbations. (b) Scanning ratio values after 100 perturbations vs.
σ.

4.4.3 Balancing Convergence and Delay

In our iterative beamforming algorithm, the phase searching bound Φ is critical

to system performance (Φ is introduced in §4.3). If Φ is too large, the algorithm

may rapidly converge to a non-optimal beamforming result. In contrast, a smaller

Φ will lead to better beamforming results, but with a longer delay. In In-N-Out,

we use a larger phase bound at the beginning of the algorithm and then a smaller

value as the algorithm iterates. We compute a suitable phase searching bound

in each iteration based on a high order polynomial function Φ = P (n), where n

is the iteration index. We detail this polynomial function and its derivation in

Appendix 4.10.2.

4.5 Implementation

We describe the system implementation in this section.

4.5.1 Testbed Setup

We deploy 17 USRP N210 and four USRP B210 software defined radios on the

ceiling of an office building, as illustrated in Figure 4.11. Each USRP is equipped
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Figure 4.11: Testbed setup. Our testbed consists of 17 USRP N210 and four
USRP B210 nodes, all mounted on the ceiling of an office building.

with a WBX RF daughter board [132] and works on FDD full duplex mode. We

use a Mini-Circuits ZFL-1000VH RF amplifier [133] to boost the signal power and

send out the amplified signal through a 4 dBi Taoglas TG.35.8113 antenna [134].

As USRP only supports relative signal power measurement [90], we conduct a

one-time power calibration using an Agilent E4405B spectrum analyzer [135] to

acquire the absolute signal power.

USRP Synchronization: To mitigate the clock drift and carrier frequency offset

(CFO), all USRPs are wired to an Octoclock-G GPS disciplined oscillator (GP-

SDO) [136] with 10MHz reference signal. This centralized time synchronization

method provides an accurate timing reference. Wireless-based time synchroniza-

tion methods such as [137, 138] can be further employed for an even larger system

deployment.
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Figure 4.12: Message flow of In-N-Out.

4.5.2 Software Implementation

We implement all signal processing modules in C++ (version 4.8.4) with UHD

driver V3.10.1 and GNU Radio Companion V3.7.6.1. Figure 4.12 shows the mes-

sage flow of these signal processing modules. We next describe the module im-

plementation on the leader radio and the slave radio.

Leader radio has three modules: chirp signal synchronization, backscatter ra-

dio cold start, and beamforming orchestration. We implement the following sig-

nal processing functions to support the above three modules: chirp preamble
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Figure 4.13: CDF of residual
time offset without and with
chirp synchronization.

Figure 4.14: Chirp synchroniza-
tion delay vs. number of slave
radios.

Figure 4.15: Cold start success
rate (left) and delay (right) vs.
number of slave radios.

Figure 4.16: Cold start success
rate (left) and delay (right) vs.
L–B distance.

generation and transmission, RSS fluctuation detection, two-bit feedback signal

generation and transmission, backscatter signal detection, PCCS(0) calculation,

smoothing, and comparison.

Slave radios participate in all the three modules mentioned above. We imple-

ment the following signal processing functions on each slave radio: chirp pream-

ble detection, two-bit feedback signal detection and decoding, time calibration,

beamforming signal detection, random number generator, phase adjustment, chirp

carrier generation, and transmission.

4.5.3 RF Power Limit

Exposure to high levels of RF radiation can be harmful.

Transmission power: According to Federal Communications Commission (FCC)
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regulation, the transmission power of a single radio (with a 4 dBi antenna gain)

should be below 32 dBm [139]. In our deployment, the maximum transmission

power is 30 dBm and thus complies with the FCC regulation.

Power density in space: FCC and Food and Drug Administration (FDA) have

different regulations for power density. Specifically, FCC requires the power den-

sity in ISM band to be below 0.6 mW/cm2 [64], whereas FDA requires the power

density to be below 10 mW/cm2 [140]. In our testbed, 24 antennas are distributed

on the ceiling of an 18×18 m2 office building. The theoretically maximal power

density at the receiver is 0.08 mW/cm2 based on [141], which satisfies both FCC

and FDA requirements. In our experiments, we also measure the beamforming

power at different locations across the room. The maximum measured power

density is 0.05 mW/cm2, well below the power limits specified by FCC and FDA.

In practical deployments, we only need to compute/measure the power density at

the receiver (target location) and make sure this value is below the safety limit

because in distributed antenna system the power density at the target location is

proved significantly higher than other

4.6 Evaluation

We present the evaluation results in this section. By default the chirp bandwidth

and symbol time are set as 40 KHz and 4 ms (8192 samples), unless otherwise

noted (when we investigate their impact on the system performance).

4.6.1 Micro-benchmark

We start with performing micro-benchmarks to evaluate the effectiveness of each

function module in In-N-Out.
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Chirp Synchronization

Experiments in this section aim to i) evaluate the overall performance of the two-

step chirp synchronization algorithm, and ii) understand the relationship between

synchronization delay and number of slave radios.

i). The accuracy of chirp synchronization algorithm: We synchronize

chirp signals from all 24 slave radios using the two-step chirp synchronization

algorithm. We repeat this experiment 100 times and plot the CDF of the residual

time offsets before and after applying our algorithm in Figure 4.13. Without chirp

synchronization, the median and maximum time offsets are 3630 and 8182 sam-

ples, respectively. These two values drop to around 86 and 168 samples after the

first-step chirp synchronization, and 0.4 and 0.9 sample after the second-step chirp

synchronization. The trend clearly demonstrates that our chirp synchronization

algorithm can effectively calibrate out the initial time offset among radios.

ii). Synchronization delay vs. slave count: We then evaluate the chirp

synchronization delay (termed as delay) under a different number of slave ra-

dios. We repeat this experiment 100 times in each setting and plot the results

in Figure 4.14. We observe the delay increases with the number of slave radios.

Specifically, the delay is below 1.4 s when we have six slave radios, 2.9 s for 12

slaves, 5.3 s for 18 slaves, and 6.4 s for 24 slaves. Please note that our chirp

synchronization needs to run only once, and the one-time delay of 6.4 s would

not have a noticeable effect on the user experience.

Cold Start

Experiments in this section aim to evaluate the cold start success rate and delay

when we vary i) number of slave radios and ii) distance between the leader and

the backscatter (termed as L–B distance).

i). Success rate and delay vs. slave count: In these experiments, we insert a
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backscatter radio into a 10 cm-thick pork belly and cold start it using a different

number of slave radios. The leader radio is half a meter away from this pork

belly. We perform this experiment 100 times in each setting and plot the success

rate and delay in Figure 4.15. We observe the success rate is low when we use

only four slave radios. This is as expected since beamforming power of four slave

radios is too low. The success rate soon jumps to 90% as we double the number

of slave radios. It then approaches to 100% when the slave count is larger than

15. These results demonstrate the effectiveness of our cold start algorithm. On

the other hand, we see the delay of cold start decreases as we increase the number

of slave participates. The longest delay, however, is only 0.56 s. These results

clearly demonstrate the effectiveness of our cold start algorithm.

ii). Success rate and delay vs. L–B distance: We then test success rate

and delay of our cold start algorithm in different L–B distance settings. In these

experiments, we insert a backscatter radio into a 10 cm-thick pork belly and cold

start it using 10 slave radios. Results are shown in Figure 4.16. The success rate

is around 100% when the leader radio is close to the backscatter radio, e.g., 0.3 m

and 0.5 m away. It then decreases slightly to 96.7% and further to 86.6% as we

increase the L–B distance to 1 m and 2 m, respectively. We observe a significant

performance degradation (from 96.7% to 26.3%) when the leader is 3 m away

from the backscatter radio. This is because the searching space is too large,

hence the power of side lobes is not strong enough to wake up the backscatter

radio. As for cold start delay, we observe that it grows smoothly as we increase

the L–B distance from 0.3 m to 2 m. It then jumps to around 0.3 s and further

to 0.35 s as we place the leader radio 3 m and 4 m away from the backscatter

radio, respectively. By default, the leader radio is placed less than 1 m away from

the human body. This is very practical because in real life, the leader radio can

simply be the smartphone carried by the target or the smartwatch on the target’s

wrist. These devices are usually less than 1 m away from the implant inside the
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Figure 4.17: RSS during a beam-
forming episode.

Figure 4.18: Beamforming delay
vs. number of slave radios.

Figure 4.19: Power percentage
vs. chirp bandwidth.

Figure 4.20: Power percentage
vs. backscatter orientation.

body.

Beamforming

Experiments in this section aim to evaluate the delay and power gain of our beam-

forming algorithm in various parameter settings, e.g., different number of slave

radios and different chirp bandwidths. To measure the power gain gap between

our beamforming algorithm and the optimal one, we define a new metric, namely

Figure 4.21: Power percentage
across different media.

Figure 4.22: In-tissue 3D power
distribution.
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Figure 4.23: Power percentage
vs. slave count.

Figure 4.24: Beamforming
power samples.

power percentage, as the square of the ratio between the averaged beamforming

amplitude (achieved by In-N-Out) and the optimal beamforming amplitude. In

reality, however, the optimal beamforming amplitude cannot be measured di-

rectly. We thus start each slave radio at a time and record the received signal

amplitude at the backscatter radio. The summation of these signal amplitudes

serves as an alternative to the optimal beamforming amplitude. We also define

the beamforming delay as the execution time of our beamforming algorithm until

the beamforming power at the backscatter radio converges.

i). Close to optimal beamforming amplitude: We measure the beamforming

amplitude gap between our algorithm and the optimal one. In this demonstrat-

ing experiment, we run our beamforming algorithm on three slave radios. The

backscatter radio is inserted into a 10 cm thick pork belly placed 2 m away from

each slave radio. For a better illustration, we sequentially start these three slaves

and measure their signal amplitude at the backscatter radio. Figure 4.17 shows

the result. We can see the beamforming amplitude grows rapidly and converges

to a large value. The convergence signal amplitude (dashed line) stays closely

to the optimal beamforming amplitude (dotted line), with the average amplitude

percentage of 96.5%. This result clearly demonstrates the high efficiency of the

proposed beamforming algorithm.

ii). Convergence delay vs. slave count: Short convergence delay is crucial
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to our system, especially in mobile scenarios. We next examine the impact of

slave count on the resulting beamforming delay. The experiment setup follows

the previous experiment. We run the beamforming algorithm 100 times in each

setting and plot the delay in Figure 4.18. As we can see, the beamforming delay

grows slowly as we increase the number of slave radios. Specifically, the average

delay is 0.15 s, 0.21 s, 0.25 s and 0.33 s with 6, 12, 18 and 24 slave radios,

respectively. Further, we observe that though the beamforming delay fluctuates

from experiment to experiment, the maximum delay is less than 0.41 s. Hence,

we believe that our iterative beamforming algorithm is fast enough for most of

the in-body charging scenarios.

iii). Power percentage vs. chirp bandwidth: We then examine the impact

of chirp bandwidth on the beamforming power percentage. Similar to previous

experiments, the backscatter radio is inserted into a 15 cm thick pork belly placed

2 m away from 20 slave radios that are randomly picked from our testbed. We

run the experiment 100 times in each setting and plot the achieved power per-

centage values in Figure 4.19. As shown, the power percentage grows as we first

increase the chirp bandwidth – a higher chirp bandwidth improves the accuracy

of the power inference algorithm. An accurate power inference result further

improves the beamforming efficiency. Meanwhile, we observe that the power per-

centage increase rate decreases with the chirp bandwidth, indicating that the

marginal utility of the frequency-domain processing gain decreases. Considering

both trends, we set 40 KHz as the default chirp bandwidth setting.

iv). Power percentage vs. backscatter radio orientation: We further ex-

amine how the backscatter radio’s orientation affects the beamforming efficiency,

which also indicates our system’s robustness against the radio placement. In these

experiments, we rotate the backscatter radio (inside a 15 cm thick pork belly)

horizontally and vertically from 0◦ to 300◦ and measure the power percentage

at the backscatter radio. We repeat the experiment 100 times in each rotation
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Device Pacemaker Cardiac defibrillator neuro-stimulator CIDR In-N-Out

Power (µW) 10–100 25–250 40–500 100–800 372

Table 4.2: Power requirements of several commercial medical implants. In-N-Out
can achieve average 372 µW by using 24 slave radios, which is sufficient to power
up most of commercial pacemakers and cardiac defibrillators, as well as many
neuro-stimulators and CIDRs.

angle and plot the results in Figure 4.20. We observe that In-N-Out achieves a

consistently high power percentage (an average of 83.5%, minimum of 74.3% and

maximum of 87.1%) in all rotation angle settings. This is because the antennas

in our system are placed in a distributed fashion and thus are insensitive to the

backscatter radio orientation.

v). Sufficient power for commercial medical implants: To examine whether

the beamforming power achieved by In-N-Out is sufficient to charge commercial

medical implant, we conduct a survey on the power consumption of several repre-

sentative medical implants [142, 143], including pacemaker, cardiac defibrillator,

neuro-stimulator, and controlled internal drug release (CIDR). For comparison,

we also calculate the average beamforming power (in µW-scale) achieved by In-

N-Out. Table 4.2 summarize the result. We measured 107 µW–617 µW (average

372 µW) beamforming power across the 18×18 m2 testbed area. The available

power is higher than the power consumption of pacemakers and cardiac defib-

rillators, and only slightly lower than some neuro-stimulator and CIDR devices.

We envision by shortening the signal prorogation path, such as deploying the

system in smaller areas such as bedrooms or offices, In-N-Out would achieve a

substantially higher beamforming power.

4.6.2 Field Study

We next conduct field studies to evaluate the performance of In-N-Out in different

mediums. Although there are a surge of inbody wireless charging competitors, we
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Mobile robot

Moving 
direction

Figure 4.25: Experimental
setup for mobile cases.

Figure 4.26: Average beamform-
ing power vs speed.

Figure 4.27: CDF of the beam-
forming power. (v = 5 cm/s)

Figure 4.28: Beamforming
power samples. (v=1 m/s)

choose the state-of-the-art work IVN [8] for comparison as IVN shares the most

similar hardware setup with In-N-Out. We carefully implement IVN and compare

the performance of these two approaches in both stationary and mobile scenarios.

i). Impact of Medium: We first examine whether our system can be used in

other media. In these experiments, we place the backscatter radio in four different

media with significantly different channel characteristics, i.e., air, water, pork and

turkey. We measure the resulting power percentage and delay (excluding chirp

synchronization) of our system in each setting. 24 slave radios are involved in

these experiments. As shown in Figure 4.21, In-N-Out achieves the highest average

power percentage in the air (86%), followed by 85% in the water, 83% in the pork

belly, and finally 83% in the turkey. While the beamforming delays in these

four media are slightly different, they are all below 0.41 s and would not cause

noticeable delays in most of the cases. These experiment results demonstrate that
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In-N-Out can be used to charge objects in various media.

ii). In-tissue Power Distribution: We then examine In-N-Out’s power dis-

tribution in deep tissues. The backscatter radio is placed inside a 10 cm-thick

pork belly. Figure 4.22 shows the power distribution measured across three slices

(with 10 cm depth) of the pork belly. The backscatter radio is placed at (8, 8, 0).

We observe a clear hot spot around the backscatter radio (with a radius around

2 cm) in the 3D space where the beamforming power is the highest. The power at

other locations, however, stays at a relatively low level. The average power at the

hot spot is 10.3× higher than the average power measured at the other locations.

This result clearly demonstrates that In-N-Out can successfully concentrate the

beamforming energy to a tiny energy spot in a non-uniform medium like pork

belly.

iii). Comparison with IVN in stationary cases: We first compare the power

gain of In-N-Out and IVN in stationary cases. In these experiments, we insert a

backscatter radio into a 10 cm thick pork belly and place them on a stationary

table. We then vary the number of slave radios from 6 to 24 and measure the

power percentage achieved by both In-N-Out and IVN. The experiment setup stays

the same as the setup in the previous experiment. We repeat this experiment 100

times in each setting and plot the results in Figure 4.23. As shown, In-N-Out

achieves a consistently higher power percentage than IVN. Specifically, when we

have 6 slave radios, the average power percentage achieved by In-N-Out is 87.32%,

5.4× higher than that achieved by IVN (16.2%). When we triple the number of

slave radios (18), In-N-Out achieves 12.8× higher power percentage than IVN.

This gap further increases (18.1×) as we use 24 slave radios.

To better understand the performance gap, we profile the instantaneous beam-

forming power of these two approaches and show the result in Figure 4.24. Both

IVN and In-N-Out can achieve high beamforming power, but IVN only achieves
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high power levels at some time points. Its power level in most of the time, includ-

ing the charging period, stays rather low, leading to a low average power level. In

contrast, the beamforming power achieved by In-N-Out is rather consistent, hence

a much higher average power level.

iv). Comparison with IVN in Mobile Cases: We further conduct the perfor-

mance comparison in mobile cases where the charging target moves around during

the charging process. In these experiments, we put a backscatter radio inside a

21 lb turkey. The turkey is then fixed on a Pioneer-p3dx robot [88] running ROS

(Robot Operating System) [87]. Figure 4.25 shows the mobile experiment setup.

We use 10 slave radios and measure the received power level at the backscatter ra-

dio while the robot moves around. The experiment is repeated 100 times in each

speed setting. Figure 4.26 shows the average power achieved by In-N-Out and

IVN. When the robot moves at a relatively slow speed (e.g., 1 cm/s and 5 cm/s),

In-N-Out outperforms IVN by 7.4× and 5.3×, respectively. To understand this

difference, we plot the CDF of the beamforming power of these two systems when

the robot moves at 5 cm/s. The result is shown in Figure 4.27. For In-N-Out,

we find its power level stays rather consistent, with the lowest and highest power

level of 0.053 and 0.089. In contrast, the power level variation of IVN is much

larger, with its 90% percentile value below 0.029. This result demonstrates that

In-N-Out is agile enough to handle the target’s slow movement. e.g., moving with

the blood flowing.

As we increase the speed, the performance gap between these two systems

decreases. Specifically, when the robot moves at 1 m/s, the two approaches

deliver similar power levels. To understand this trend, we randomly select a 0.8 s

time window and measure the instantaneous beamforming power levels, as shown

in Figure 4.28. The results show that at such a high speed, the power levels

by both approaches vary drastically. However, we expect that lower movement

speeds such as 1 cm/s and 5 cm/s are much more commonplace than speeds as
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high as 1 m/s in medical implant charging scenarios. We believe In-N-Out can

handle such common cases successfully.

4.7 Related Work

Our system is related to wireless charging and backscatter, while quantitatively

differ from either one.

4.7.1 Wireless Charging in Bioelectronics

Wireless charging in bio-electronics can be broadly divided into three categories:

near-filed inductive coupling, far-field electromagnetic radiation, and others.

Near-field inductive coupling exploits magnetic field induction effect to de-

liver energy between two coils [144]. Research works in this domain focus on in-

ductive power link optimization [106, 144, 104, 145], source-load decoupling [146],

and multi-coil linkage design [37, 147]. While near-field method achieves satis-

fying power delivery efficiency, it requires the user to wear bulky coils and align

them with the implanted coil [107]. As a result, the users need to sit still for hours

to have their implants fully charged. Moreover, the charging efficiency of near-

field methods drops significantly with the reduction of coil size, which limits their

working range to less than a centimeter [148, 10]. Hence the focus in this field

has shifted towards overcoming the coil misalignment problem and improving the

system robustness.

Far-field wireless charging transfers power to the target through electromag-

netic radiation [149, 150, 151], microwave radiation [152], or laser [39, 153]. Com-

pared to the near-field method, the far-field method supports wireless charging

over a longer distance at the cost of lower wireless charging efficiency. Research in

this field focuses on RF diode and DC impedance optimization [149], antenna op-

timization [150], and effective system implementation [151]. IVN [8] introduces an
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opportunistic frequency-encoding method in hope of combining signals construc-

tively at the medical implant. However, IVN’s beamforming power, for most of

the time, is far below the maximum value it can potentially achieve. In contrast,

In-N-Out aligns the phase of signals at the medical implant rapidly and keeps

this coherent phase combining over the entire wireless charging period. Hence

it can continuously charge the medical implant with consistently near-optimal

beamforming power. The different design principle of In-N-Out and IVN leads to

a significant gap in power delivery efficiency: In-N-Out achieves 5.4 – 18.1× and

5.3 – 7.4× power gain over IVN in stationary and mobile case, respectively.

In-N-Out also builds upon past works that leverage one-bit phase alignment

algorithm [109, 154] for wireless charging. Energy-ball [109] adopts this algorithm

to charge IoT devices where CSI is unavailable. WiFED [154] employs this algo-

rithm to realize near optimal power transferring and communication over Wi-Fi

links. However, both of these pioneer works assume the receiver has enough bat-

tery to assess the beamforming power and produce feedback signals, which is not

true for the ultra-low power, energy-scarce medical implants. Besides, the exces-

sive link budget renders the feedback signal far below the noise floor, and thus fail

the feedback signal detection and decoding on the transmitter side. Accordingly,

we cannot directly borrow these techniques for inbody wireless charging.

As another alternative, mid-field resonant power transfer that combines both

near-field and far-field methods is proposed [155, 9, 50, 50]. While this method

can work over longer distances in the free space, the working range in the human

body is still constrained by the coil spacing. Although the focus of this review is

on RF-based methods, there are also related works on leveraging ultrasound for

power transfer [156, 157, 158, 159, 160, 161]. In [158, 157, 156], the authors demon-

strate the feasibility and advantages of ultrasonic power charging for implanted

devices in animal tissues and tissue mimicking materials. In [159, 160, 161], the

authors proposed end-to-end ultrasonic charging and communication systems,
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whereas they focus on protocol design, hardware form-factor minimization and

system rechargeability. Although ultrasound-based methods achieve higher power

transfer efficiency, they are still intrusive due to the requirement of placing the

transmitter coil close to the receiver (e.g., attach to the human skin).

4.7.2 Backscatter Communication

Backscatter systems encode information on top of the remote carrier signal for

ultra-low-power communication. Recent studies on backscatter communication

aim to improve the backscatter range [162, 123, 163], enhance the ubiquity [35,

34, 164, 122, 165], and enable new applications such as fine-grained localiza-

tion [166, 167, 168], material identification [169, 170], and vehicle counting and

localization [171]. In-N-Out takes advantage of the backscatter design to reduce

the energy consumption of the medical implant.

There are also several works studying wireless charging on backscatter node

without explicit channel measurement [1, 172]. However, these works still require

CSI measurement at transmitters, which is very challenging due to the severe

signal attenuation in deep tissues. In-N-Out addresses this challenge by precoding

the carrier signal using chirp modulation and leveraging its unique processing

gain in the frequency domain to improve the SNR of backscatter signals. Ad-

ditionally, In-N-Out introduces a new metric PCCS(0) to replace the unreliable

power measurement, and uses this metric to guide the execution of beamforming

algorithm.

4.8 Discussion

In-N-Out leaves room for further investigations, as discussed below:

Reducing deployment cost: As a proof-of-concept, we implement In-N-Out on

software-defined radios (i.e. USRP) for fast-prototyping. In the future we plan
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to customize the RF radio design to reduce the overall system cost. Given the

light-weight computation tasks and narrow band communication nature of our

system, one can customize the RF radio with a MSP430 [173] MCU ($2.09), a

MAX2235 [174] power amplifier ($2.16), a TI SN74LS624N [175] oscillator ($3.94),

two cc1100 [176] radio transceivers ($3.65), and two W5017 [177] antennas ($7.25),

which leads to a total cost around $25.

Scaling to multiple targets: While the system design is illustrated in the

single target settings, In-N-Out can be easily extended to multi-user scenario by

introducing a MAC layer protocol such as time duplex multiple access (TDMA)

or Frequency duplex multiple access (FDMA). We leave this for our future work.

4.9 Concluding Remarks

In this work, we present the design, implementation, and evaluation of In-N-

Out: a multi-antenna system that can continuously charge the medical implant

at the near optimal beamforming power, even when the implant moves around

inside the human body. To achieve this, In-N-Out proposes a set of novel signal

processing algorithms and a low-power, monotonic backscatter radio design. We

prototype In-N-Out on software defined radios and PCB boards. The head-to-

head comparison on a multi-antenna testbed demonstrates that In-N-Out achieves

5.4×–18.1× and 5.3×–7.4× average power gain over the state-of-the-art solution

in stationary and low-speed mobile scenarios, respectively. In-N-Out is the first

step towards flexible wireless charging for medical implants. Moving forward,

we will endeavor to address the following technical challenges: achieving optimal

deployment of the antenna array, mitigating the impact of strong multi-path

effects, charging multiple implants simultaneously, etc. We also plan to pursue

subsequent clinical experiments for further validations.
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4.10 Appendix

4.10.1 PCCS(0) extraction

Let x(t), X(ω), p(t), P (ω), n(t), and N(ω) be the reference chirp symbol, received

backscatter signal, and channel noise in the time domain and frequency domain,

respectively. When the leader radio detects the backscatter signal, it multiplies

incoming signals with the complex-conjugate copy of the reference chirp: (p(t) +

n(t))x∗(t). Next we prove PCCS(0) is the peak value of (p(t) + n(t))x∗(t), and it

changes monotonically with the strength of backscatter input signal p(t).

Recall that multiplication in time domain is equivalent to the convolution in

the frequency domain, we can rewrite the former expression as:

x∗(t)(p(t) + n(t)) = X∗(−ω) ∗ P (ω) +X∗(−ω) ∗N(ω) (4.1)

On the other hand, the cross-correlation can be represented as X(ω) ⊗ P (ω) =

X(−ω) ∗ P (ω) [178]. Hence we can rewrite above expression as:

x∗(t)(p(t) + n(t)) = X(ω)⊗ P (ω) +X(ω)⊗N(ω) (4.2)

where X(ω)⊗N(ω) is a constant noise term, X(ω)⊗P (ω) is the cross-correlation

between the reference chirp and the backscatter signal, and ω is the cross-correla-

tion lag. When In-N-Out detects the incoming backscatter signal, it synchronizes

the reference chirp with this backscatter signal by shifting the reference chirp at

the frequency domain. This operation leads to a cross-correlation peak (if there is

a peak) shows at the zero lag position. Without loss of generality, we neglect the

noise term of the above expression and use PCCS(ω) to represent the frequency do-

main cross-correlation between the incoming backscatter signal and the reference
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Figure 4.29: Optimal phase searching bond and its corresponding 7 order poly-
nomial fitting curve in the context of backscatter assisted beamforming.

chirp.
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Hence the PCCS(0) (zero lag peak strength) can be expressed as:

PCCS(0) =
∞∑

m=−∞

x(−m)p(m) (4.4)

The above expression indicates that PCCS(0) is linearly proportional to the power

of backscatter signal p(·). The leader radio thus adopts the power change of

PCCS(0) as the indicator of the power change received at the backscatter.
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4.10.2 Optimal phase searching bound estimation

According to the Proposition 3 in [179], the expected value of the beamforming

amplitude after nth period is:

y[n+ 1] = y[n](1− p(1− CΦ◦)) +
σ1√
2π
e
− (y[n](1−CΦ))2

2σ1 . (4.5)

where

p = Q(
y[n](1− CΦ)

σ1

),

σ2
1 =

N

2
((1− C2

Φ)− I2(ηn)

I0(ηn)
(C2

Φ − C2Φ)),

CΦ
.
= EΦ(cosΦi),

Ik(x) =
1

2π

∫ π

−π
cos(kφ)excos(φ)dφ.

(4.6)

where Ik(x) is the modified first-kind, n-order Bessel function, ηn is characterized

by I1(ηn)
I0(ηn)

= y[n]
N

. Q(·) is the tail distribution function of the standard normal

distribution.

In the context of the backscatter assisted beamforming system. We first mea-

sure the backscatter signal power at different carrier signal power settings. These

results are then fitted using a nonlinear function, which is denoted by Po = ℘(Pi).

Combining this nonlinear function with Equation 4.5, we have:

y[n+ 1] = ℘(y[n](1− p(1− CΦ)) +
σ1√
2π
e
− (y[n](1−CΦ))2

2σ1 ). (4.7)

At each time slot n, we can calculate the optimal distribution of phase search-

ing bound gn(Φi) by solving the following optimization problem:

arg max
gn(Φi)

(y[n+ 1]− y[n]) (4.8)

The problem of choosing an optimal distribution of phase searching bound is

equivalent to the problem of finding the optimal variation of the phase searching

bound. Given the fitted power function Po = ℘(Pi), We compute the optimal

phase searching bond at each iterations and plot the result in Figure 4.29. To
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minimize the jitters, we then fit this analytic result using a high order nonlinear

polynomial curve function Φ = P (n). This function is then employed for setting

the phase searching bound in each beamforming iteration.
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Chapter 5

Conclusion and Proposed Research

5.1 Summary

This thesis lies deeply into the physical layer, and all research items are coher-

ently aligned with beamforming and system level signal processing. We have

re-explored lots of design and implementation details that have been largely over-

looked before. Many new characteristics hidden deeply in the signals have been

revealed. We have taken advantages of those new properties to address the three

questions asked above. Compared to traditional beamforming structures, which

generate a high energy path along the beam path between the phased array and

the target, our approaches come from the inspiration of Fresnel zone plates [180]

focus light. In our design, in a manner analogous to creating a Fresnel zone plate,

we discretize the zone plates into multiple independent phase shifters. Each phase

shifter is a far-field RF transmitter in our system. We establish a constructive

superposition of these far-field emitters at the target receiver. By increasing the

number of RF emitters, we find that we could focus the energy to desired loca-

tions. As such, our key contribution is to leverage this unique energy pattern of

distributed antenna array to enable array of new IoT applications.

5.1.1 Contribution Summary

Overall, the key systems and contributions of this thesis are:

• A PHY layer secret communication approach for IoTs that requires no extra
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jamming noise or the eavesdroppers’ locations information.

• A distributed beamforming based WPT approach that can deliver higher

RF power than traditional beamforming WPT methods under the same

transfer distance and safety constraints.

• A software-hardware solution for deep tissue power transfer that enable

charging the medical implant at a near-optimal power level, even when the

implant moves around inside the human body.

5.2 End Note

Besides from the research items in my thesis, distributed beamforming technology

can potentially enable much more novel applications. I would like to explore them

in the future.

5.2.1 IoT identifications using PHY layer fingerprints

The MAC IP together with authentication protocols can take up to 90% of packet

space in low energy IoT communications. Physical layer fingerprints are promising

to replace the device IP and authentication bits. This could be an enormous

energy saving and confidentiality gain for the emerging IoT. Distributed receiver

beamforming can potentially enhance the PHY layer finger print. However, there

are many challenges I need to address:

1. How to acquire a robust PHY layer fingerprints use distributed beamform-

ing that are long lasting but can be used for differentiating the IoT devices itself

at the same time?

2. How to handle mobility?

3. How to acquire strong enough PHY fingerprints that can fight against

possible attack (PHY layer fingerprints stealth)?
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5.2.2 Channel state information (CSI) inference for mas-

sive phase arrays

As the advances of microelectronics and small antenna designs, MIMO capability

is possible for the future IoT. Accurate CSI estimation is required for each TX-RX

pair and each sub-carriers within the communication bandwidth. But a full CSI

matrix measurement is a large overhead and can even make the communication

impossible (larger than channel coherent time). This research aims at answering

following questions:

1. Given the layout of a phase array, can we infer the CSI information from a

partially available CSI matrix?

2. How to resolve possible radio paths in order to do the channel inference?

3. Can we use deep learning approaches to solve this highly non-linear prob-

lem?

5.2.3 Make the sweet spot of your stereo follows you

This is my personal favourite. As the distributed beamforming enables a lot of ap-

plications in radio, we can also adapt this idea in acoustics. Realizing distributed

beamforming in acoustic is much easier due to easier synchronization (much lower

speed compare to EM wave). An exciting idea is to focus the acoustic wave adap-

tively to the target listeners. This will make the sweet spot of your stereo follows

you. Nowadays, people buy expensive electronics to enlarge the sweet spot in a

home theatre system. It can take up to 1 million US dollar to have a reasonable

large size sweet spot in a home theatre system.

We have to address following challenges in this research:

1. What frequency bands affect the sweet spot?

2. Acoustic is wide band signal. How we realize beamforming in wide band

signals?
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3. How we make a light weight and small form factor device to provide feed-

back?

5.2.4 RF interaction in Biology

We have collaborated with the cancer institute of New Jersey during the study

of deep tissue power delivery. We found the focusing effect of distributed beam-

forming might be very useful for cancer treatments, i.e, heating the tumor while

keep other locations safe. On the other hand, we are also trying to study how

weak RF signal alters biological behaviours in animals, such as the bee feeding

and bird navigation. This research is now at primitive stages. I envision it can

be very impactful in human daily life.
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