
FeelWave: Enabling Emotion-Aware Voice Interaction through
Noise-Robust mmWave Emotion Sensing

Lingyu Wang
University of Science and Technology

of China
Hefei, Anhui, China

lywang19@mail.ustc.edu.cn

You Zuo
University of Science and Technology

of China
Hefei, Anhui, China

leftright@mail.ustc.edu.cn

Dequan Wang
University of Science and Technology

of China
HeFei, Anhui, China

wdq15588@mail.ustc.edu.cn

Chenming He
University of Science and Technology

of China
Hefei, Anhui, China

hechenming@mail.ustc.edu.cn

Chengzhen Meng
University of Science and Technology

of China
Hefei, Anhui, China

czmeng@mail.ustc.edu.cn

Xinran Zhang
University of Science and Technology

of China
Hefei, Anhui, China
zxrr@mail.ustc.edu.cn

Xiaoran Fan
Independent Researcher

Sunnyvale, California, USA
vanxf@google.com

Yanyong Zhang
University of Science and Technology

of China
Hefei, Anhui, China

yanyongz@ustc.edu.cn

Abstract
Voice has been a primary interactionmodewith LLM-powered assis-
tants. Beyond semantics, voice carries emotional cues with potential
to guide empathetic system responses. Yet, robust vocal emotion
sensing in noise and its use in optimizing interactions remain un-
derexplored. In response, we present FeelWave, which achieves em-
pathetic voice interaction through noise-robust mmWave emotion
sensing and structured LLM prompts. It extracts robust vocal infor-
mation from mmWave signals, applies audio-to-mmWave transfer
learning for efficient emotion recognition, and employs chain-of-
thought-based query optimization to enable emotion-adaptive re-
sponses. Evaluations show that FeelWave achieves 92.3% emotion
recognition accuracy and remains robust in noisy environments,
yielding a 62.9 percentage-point gain over audio-based models. In
voice interaction studies, 74.3% of users prefer FeelWave, reporting
significantly higher satisfaction than a baseline without emotion
sensing (4.37 vs. 3.22). A SUS score of 88.3 confirms FeelWave’s
high usability in real-world deployment. We hope this work will
inspire more empathetic, user-centered AI-driven assistants.

CCS Concepts
•Human-centered computing→Ubiquitous andmobile com-
puting systems and tools;Human computer interaction (HCI).
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1 INTRODUCTION
Voice, as a natural carrier of user intent, has been a primary mode
of interaction with intelligent agents powered by large language
models (LLMs), such as Li Auto’s MindGPT [9] and Apple Intel-
ligence [8]. Prior studies [60, 110] show that emotional cues in
texts can enhance LLM generation, indicating similar potential
in voice to enable empathetic responses. However, current LLMs
largely confine emotion analysis to semantics [98], whereas real-
world voice interactions typically involve emotionally neutral com-
mands [101, 106]. Beyond semantics, voice universally conveys
emotions through tone, volume, and rhythm, making it pervasive
across diverse conversations [59]. Imagine an emotion-aware agent
that not only understands the query but also adapts to the user’s
emotion. As shown in Fig. 1, the agent provides clear and reassuring
guidance when a user anxiously asks about an interview despite
the neutral semantics, and responds concisely in a calming manner
when an angry driver requests navigation. Our preliminary user
study further reinforces this observation: among 25 participants,
84.7% prefer emotion-integrated LLM interactions, rating them as
more contextually relevant, emotionally appropriate, and comfort-
able than baseline responses without emotional adaptation. These
findings motivate the design of a transparent, emotion-adaptive voice
interaction system.

To this end, this paper explores the feasibility of transparently
leveraging user emotions from vocal features to design an emotion-
adaptive voice interaction system that enhances user experience. As
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Angry

Just take me home. I can’t deal with this
traffic anymore!

Okay. Star�ng naviga�on to your home address.

Without Emo�on Awareness

Feel Emo�on Wave
Got it. I’m star�ng naviga�on to your home —
the fastest available route right now avoids
the downtown traffic. Let me know if you’d like
me to play something calming on the way.

tense

I can’t find the main entrance to the interview
loca�on.

。

The address of the interview loca�on is No. 168
Camphor Road. Would you like me to start naviga�on?

Without Emo�on Awareness

Feel Emo�on Wave
The main entrance is roughly 100 meters ahead on
your right, close to the corner of Camphor Road —
about a 2-minute walk. Walking naviga�on is now on.
Just take it easy — you’re doing great.

Figure 1: Applications of FeelWave in daily life. Users can interact with smart devices equipped with FeelWave (e.g., smartphones,
watches, and cockpits) for emotion-aware voice interaction.

illustrated in Fig. 1, the system enables personalized and emotion-
ally responsive interaction in smart cockpits and mobile devices. To
achieve this vision, the system is guided by three design goals. (1)
Robust emotion sensing. It reliably captures vocal features to en-
able accurate emotion recognition under diverse conditions, includ-
ing background noise and natural bodymovement. (2) Lightweight
design. It supports accurate, real-time emotion recognition with a
compact model suitable for deployment on resource-constrained
mobile devices. (3) Effective integration with LLMs. It enables
LLM agents to perform emotion-adaptive reasoning, generating
responses that meet user needs and provide emotional value, rather
than merely appending emotional states to queries, resulting in
superficial or tone-deaf interactions.

Although prior work [48, 107] has leveraged vocal emotions to
enhance interaction, its reliance on microphones for emotion sens-
ing makes it highly susceptible to airborne noise and unreliable in
low signal-to-noise ratio (SNR) conditions [88, 116]. The scarcity
of emotion-labeled speech data collected under noisy conditions
makes it difficult to develop models that can reliably perceive emo-
tions in real-world environments [35, 57]. While speech enhance-
ment methods [24, 87] improve signal quality, residual noise and
spectral distortion still hinder reliable emotion analysis [97, 126].
Our experiments confirm that audio-based emotion recognition
methods remain poor even after enhancement, with only 46.02%
accuracy at -5 dB SNR. To unobtrusively capture vocal cues while
remaining robust to noise, we use millimeter-wave (mmWave) radar

for vocal vibration sensing, preserving fundamental frequencies
and partial harmonics for effective emotion analysis, as shown in
Fig. 2. Our analysis reveals that mmWave-captured vocal vibrations
are strongly correlated with microphone-recorded voice, with a
cosine similarity of 0.81 in glottal source features that encode rich
emotional cues [118]. However, mmWave sensing is sensitive to
motion in everyday use, causing performance degradation. Addi-
tionally, emotion recognition heavily depends on dataset scale, and
the scarcity of mmWave datasets hampers model training, resulting
in suboptimal performance. Furthermore, integrating emotional
states into LLMs’ reasoning for deeper understanding of user needs,
beyond superficial responses, remains a challenge.

In this paper, we propose FeelWave, an emotion-aware voice
interaction system that combines robust mmWave emotion sensing
with structured LLM prompts. We design an innovative motion-
robust vocal vibration extraction algorithmwith single-input single-
output (SISO) mmWave radar for unobtrusive, noise-resilient emo-
tion sensing. To mitigate performance loss from limited mmWave
data, we design a cross-modal transfer pipeline that maps large-
scale audio features to mmWave features. By integrating emotion
information into query optimization prompts, LLM agents such as
GPT-4o [78] and Gemini [105] can adapt their behaviors to emo-
tional cues, generating responses that are both contextually relevant
and empathetic. We implement FeelWave as follows.

First, we aim to extract vocal vibration signals via mmWave
while remaining robust to motion. A common approach captures
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Figure 2: Vocal cord vibrations and the resulting voice during
phonation. The mmWave-captured vocal vibrations contain
the voice fundamental frequency and partial harmonics.
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Figure 3: Real-world motion interference. Motion causes sig-
nal discontinuities leading to spectral leakage, andmodulates
the signal, resulting in overlapping distortion.

phase differences at a fixed range bin corresponding to the vocal
cords. However, body movement smears vocal signals across mul-
tiple range bins, causing dispersed energy, signal discontinuities,
and spectral leakage, as shown in Fig. 3. Moreover, motion induces
unexpected overlapping within phase differences of each bin, ren-
dering filter-based suppression [27, 87] ineffective. To address this,
we propose a novel vocal signal extraction algorithm. We model
the statistical distribution of vocal energy to dynamically search
within a neighborhood of bins for the vocal-intensive bin over time,
rather than relying on a fixed bin. Through an in-depth analysis
of intra-bin phase differences, we uncover a previously underex-
plored mechanism showing that overlapping distortion arises from
coupling between body motion and the radar’s direct current (DC)
component. Leveraging this, we design a motion demodulation
strategy that, through adaptive DC removal, corrects such distor-
tions within the selected bin, yielding refined vocal signals.

Moreover, the lack of large-scale mmWave data and the high
cost of collection pose challenges to developing an mmWave-based
model that is both lightweight and accurate. Fortunately, advances
in speech representation learning, enabled by large-scale pretrain-
ing on unlabeled audio, support effective transfer to low-resource
tasks. Given the strong consistency between mmWave and voice
emotion-related source features, knowledge distillation from audio
to mmWave offers a feasible solution. However, incomplete harmon-
ics in mmWave vocal signals lead to representation degradation,
resulting in suboptimal convergence. To address this, we propose a
cross-modal transfer pipeline that acts as a regularizer by distilling
knowledge from a speech representation model, where comprehen-
sive audio representations enhance offline convergence quality and
mmWave ensures noise-robust online inference. Specifically, we
design a hybrid layer-wise distillation loss to mitigate performance
degradation caused by the feature deficiency of mmWave.

Furthermore, under different emotional states, can LLMs deeply
analyze user needs and provide personalized responses by leverag-
ing their contextual understanding capabilities? Recent work [30,
93] shows that physiological data from wearable devices can en-
hance the personalization capabilities of LLMs. Inspired by this, we
propose a two-stage emotion-driven query optimization module
that incorporates emotional information through in-context learn-
ing with chain-of-thought (CoT) prompting [63, 112]. Given that
insufficient contextual reasoning can lead to superficial responses
that overlook users’ underlying needs [6, 91], this module enables

LLMs to jointly reason over user intent and emotion when opti-
mizing the request, identifying goals such as emotional support,
cognitive simplification, task-oriented guidance, and wellness pro-
motion. It then formulates emotion-aligned prompts based on the
identified goals, allowing LLMs to generate responses that are both
contextually relevant and emotionally adaptive.

To validate the effectiveness of FeelWave, we conduct extensive
evaluations. On a dataset of 27 participants across six emotions, it
achieves 92.28% emotion recognition accuracy, outperforming four
state-of-the-art baselines. We further evaluate FeelWave’s perfor-
mance in voice interaction. In a user study with 20 participants,
74.3% prefer voice interactions with FeelWave, reporting signifi-
cantly higher overall satisfaction (4.37 ± 1.23 vs. 3.22 ± 1.03) com-
pared to a baseline without emotion sensing. In in-the-wild evalua-
tions with strong noise and natural movement (e.g., subway, café,
driving), FeelWave maintains robust performance. A System Us-
ability Scale (SUS) [12] evaluation demonstrates its high usability
in the real world, yielding a score of 88.3 (≥ 85 is considered "ex-
cellent" [11]). Our dataset, model, and demo video are available at
GitHub. In conclusion, our contributions are as follows:

• Wepropose FeelWave, an emotion-aware voice interaction system
that enables noise-robust emotion sensing and emotion-adaptive
LLM response generation. To the best of our knowledge, FeelWave
is the first to reliably apply mmWave vocal sensing for emotion
inference, offering a noise-resilient acoustic alternative to audio
and a scalable direction for advancing research on emotion-aware
agents. It delivers transparent, empathetic voice interactions that
enhance user experience and ensure reliability in real-world
environments.

• We design a motion-robust vocal signal extraction algorithm
that dynamically captures vocal-intensive signals over time and
demodulates motion-induced distortions to produce refined vo-
cal signals, significantly enhancing the reliability of mmWave
emotion sensing in dynamic scenarios.

• We develop a cross-modal transfer pipeline that mitigates the
intrinsic representational deficiency of mmWave vocal signals
via layer-wise feature alignment with audio representations, en-
abling lightweight yet discriminative emotion inference. We fur-
ther design a two-stage emotion-driven query optimization mod-
ule that enhances the LLM’s ability to move beyond superficial

https://github.com/n2my/FeelWave
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reasoning, generating responses that are both contextually rele-
vant and empathetic.

• We validate FeelWave’s emotion sensing and voice interaction
effectiveness, achieving 92.28% emotion recognition accuracy
and robustness in real-world scenarios. Additionally, FeelWave is
widely preferred in voice interactions (74.3%), with significantly
higher overall satisfaction (4.37 ± 1.23) compared to the baseline
(3.22 ± 1.03).

2 RELATEDWORK
2.1 Emotion Sensing for Voice Interactions
Human emotions are commonly inferred from multimodal cues,
including facial expressions [58, 123], vocal tones [26, 35], and
physiological signals [121, 124] such as heart rate and respiration.
Emotion sensing has therefore become a central research area,
with extensive studies devoted to advancing this domain. Picard’s
seminal work on affective computing [90] envisions computers that
can perceive users’ emotional states and dynamically adapt their
interactions. Yet, developing robust modalities for reliable emotion
sensing remains a significant and open challenge.

2.1.1 Challenges of Audio-based Emotion Sensing. Voice has
emerged as a primary mode of interaction with smart devices [8, 9],
conveying emotional information through variations in tone, vol-
ume, and rhythm. In contrast, visual cues such as facial expres-
sions [58, 123] impose higher user burden and often fail to align
consistently with semantic content. They are also difficult to cap-
ture during subtle emotional shifts and are highly sensitive to
lighting, viewing angle, and occlusion (e.g., masks). Physiologi-
cal signals [2, 56] like ECG require users to remain still, limiting
applicability in natural interactions. In comparison, voice-based emo-
tion sensing is low-burden, natural, and seamlessly integrates with
spoken queries, making it ideal for intelligent voice assistants.

Speech simultaneously carries semantic and emotional infor-
mation, yet their robustness under noise is asymmetric. Large-
scale noisy speech datasets have driven significant progress in
noise-robust automatic speech recognition (ASR), enabling mod-
els such as GPT-4o-transcribe [83] to achieve reliable perfor-
mance across diverse conditions in practice [65, 80]. However, the
scarcity of emotion-labeled noisy speech data hinders stable emo-
tion perception in real-world environments [35, 57]. Although prior
work [48, 107] has leveraged vocal emotions to enhance interac-
tion, its reliance on microphones for emotion recognition makes it
highly unreliable in low SNR environments [88, 116]. While speech
enhancement methods [24, 87] can enhance signal quality, spectral
distortion and residual noise still hinder effective emotion analy-
sis [97, 126]. Recent in-ear sensing studies [39, 40] suppress airborne
noise more effectively but rely on contact-based earphones, lim-
iting comfort and suitability for open, natural interactions. Thus,
enabling noise-robust emotion sensing through user-transparent
vocal features remains an open challenge.

2.1.2 Toward mmWave-based Emotion Sensing. For emotion sens-
ing, prior studies [121, 124] have inferred emotions from physi-
ological cues (e.g., heart rate, respiration) captured by mmWave.
However, these cues are easily confounded with activity-induced

physiological changes (e.g., walking, climbing stairs) and require
users to remain still for multiple cycles [56], limiting their reliability
and real-time applicability. Leveraging its immunity to airborne
noise and ability to capture fine-grained vocal vibrations [119],
mmWave radar shows strong potential for transparent and noise-
resilient voice interactions. Prior work has used mmWave vocal
sensing for speech reconstruction [119], recognition [27, 66, 125],
enhancement [87], and speaker identification [67], demonstrat-
ing effective noise robustness. Despite these advances, the tiny
wavelength of mmWave (about 4 mm) makes it highly sensitive
to user-device motion, leaving motion interference a persistent
challenge. Existing approaches above extract vocal vibrations from
phase differences within a single range bin, neglecting that large
body movements disperse vocal signals across multiple bins, lead-
ing to discontinuities and spectral leakage (Fig. 3). Moreover, within
each range bin, motion coupling with the radar’s DC component
induces nonlinear modulation, causing vocal and motion-induced
frequencies to indistinguishably overlap, thereby rendering filter-
based suppression [27, 87] ineffective. A recent work [14] reduces
motion interference in the target region by using reference reflec-
tions from other body parts with similar motion patterns, but its
reliance on Multi-Input Multi-Output (MIMO) radars for angular
resolution increases system cost and latency. Addressing these lim-
itations, we design a novel motion-robust vocal signal extraction
algorithm using SISO mmWave radar that dynamically captures
vocal-intensive signals from a neighborhood of bins and demodu-
lates motion-induced distortions, yielding refined vocal signals.

Since the high-frequency harmonics in mmWave-captured vocal
vibrations are incomplete, it remains uncertain whether mmWave
sensing alone can achieve effective emotion recognition. Unlike
multimodal fusionwith audio or vision, a unimodalmmWave design
inherently avoids cross-modal alignment errors and residual noise
while greatly reducing computational and deployment costs [3, 119].
This paper is the first to demonstrate the feasibility of noise-resilient
emotion recognition from mmWave vocal vibrations.

2.2 LLM-based Personal Agent
The rapid development of LLMs has greatly expanded the capabili-
ties of personal assistants [62]. Recent work [16, 30, 93] integrates
LLMs with sensor data to create context-aware agents that enrich
user experiences. For instance, WellMax [93] leverages physiolog-
ical signals from wearable devices to improve personal agent re-
sponses. Prior research [60, 110] also shows that emotional prompts
can significantly improve the generative performance of LLMs,
while Fang et al. [29] demonstrate that emotionally supportive re-
sponses can strengthen users’ emotional resonance and sense of
self-affirmation. Inspired by these insights, FeelWave incorporates
robust emotion sensing to guide personal agents through emotion-
aware prompting, fostering emotional intelligence and enabling
more empathetic interactions.

Recent LLMs have advanced in emotional understanding and
generation. Psychological assessments [100, 110] show that models
such as ChatGPT-4, Gemini 1.5 Flash, and DeepSeek V3 can recog-
nize and reason about complex emotions. However, their emotional
intelligence in real-world settings remains limited, as they rely pri-
marily on textual semantics for emotion analysis [98] and struggle
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Figure 4: System overview. FeelWave consists of three core modules: (1) motion-robust vocal signal extraction, which selects
vocal-intensive mmWave signals and compensates for motion to recover clean signals; (2) a cross-transfer pipeline distilling
knowledge from an audio teacher into an mmWave student for accurate, lightweight emotion recognition; and (3) emotion-
driven LLM interaction, where recognized emotions guide query optimization for empathetic responses.

to generalize across dynamic contexts [91]. In everyday voice inter-
actions with agents, users often convey emotions through acoustic
cues such as tone, volume, and rhythm, while textual content re-
mains emotionally neutral due to its predominantly functional na-
ture [101, 106]. To address this gap, recent studies [17, 117] translate
acoustic features into textual emotion captions using LLMs to im-
prove the understanding of speaker emotions. Yet, while semantics
aid emotion inference in human dialogue [117], their emotional rel-
evance in functional agent commands is minimal. Therefore, given
that acoustic features pervasively convey emotional cues across
diverse conversational contexts [59], leveraging them alone offers a
practical, scalable path to enhancing agents’ emotional intelligence.
Meanwhile, to enable LLM-powered agents to move beyond purely
textual semantics in emotion analysis, other studies [18, 64] explore
multimodal integration of audio and visual cues to enhance emo-
tional understanding. However, such fusion is resource-intensive
and introduces high latency during real-time interactions. Further-
more, both acoustic-to-text description and multimodal fusion rely
on fragile modalities, as audio is noise-sensitive and vision is af-
fected by lighting, angle, and occlusion.

To enable emotionally intelligent personal agents that perform
reliably in real-world settings, FeelWave integrates mmWave radar
to robustly sense users’ vocal emotions under noise. Our system
develops a plug-and-play emotion detector based on acoustic cues
that can seamlessly integrate with arbitrary LLM-powered agents.
This does not conflict with emerging efforts in acoustic-semantic
fusion and emotion captioning. Instead, the mmWave acoustic cues
encoded by FeelWave are transferable to these explorations, offer-
ing a noise-immune alternative to audio and a scalable foundation
for advancing research on emotion-aware agents. We further em-
ploy techniques such as chain-of-thought reasoning (CoT) [63, 112]
and prompt-based task decomposition [70] as a cost-effective, fine-
tuning-free strategy to structure LLM reasoning, enabling emotion-
ally expressive yet contextually grounded responses.

3 FEELWAVE DESIGN
mmWave-captured vocal vibrations align closely with microphone-
recorded voice in emotion-rich source features such as pitch, inten-
sity, and rhythm, with a cosine similarity of 0.81. Thus, mmWave
vocal vibrations can support noise-robust emotion perception, as
detailed in Appendix A.1. Building on this, we propose FeelWave,
an emotion-aware voice interaction system that enables robust

mmWave-based emotion sensing and emotion-driven LLM response
generation. As shown in Fig. 4, FeelWave comprises a microphone
and an mmWave radar. Specifically, we use GPT-4o-transcribe [83]
for speech-to-text conversion, which has demonstrated state-of-
the-art robustness in noisy environments [65, 80], and GPT-4o-
mini-TTS [82] to synthesize voice responses. We mainly focus on
mmWave sensing to design three key modules that enable robust,
lightweight, and emotion-adaptive voice interaction.
• Motion-robust Vocal Signal Extraction. This module demodu-
lates motion-induced distortions to produce refined vocal signals,
significantly enhancing the reliability of mmWave emotion sens-
ing in dynamic settings.

• Cross-transfer Pipeline. This module uses layer-wise distilla-
tion with comprehensive audio representations to offline enhance
mmWave convergence quality, enabling lightweight and noise-
robust online emotion inference.

• Emotion-driven LLM Interaction. This module enhances
LLMs via a two-stage emotion-driven query optimization tomove
beyond superficial reasoning, generating responses that are both
contextually relevant and empathetic.

3.1 Motion-robust Vocal Signal Extraction
We use a SISO mmWave radar to extract vocal vibrations from
phase differences obtained from reflected IF signals. User movement,
however, complicates this process: it disperses vocal energy across
multiple range bins, and each range bin spans a spatial region
and thus retains residual motion interference. To locate the bin
with the richest vocal content, we design a vocal energy estimator.
We further propose a motion demodulation algorithm to correct
distortions within a single bin and extract refined vocal signals.

3.1.1 Vocal-intensive Bin Selection. User motion progressively dis-
perses the mmWave in-phase and quadrature (IQ) signals from the
vocal cord region across nearby range bins, dispersing the vocal
information and introducing spectral leakage, as shown in Fig. 5(a).
To preserve complete vocal features under motion, we search over a
neighborhood of adjacent range bins rather than relying on a single
bin, with a size accommodating typical body movement during
daily use. The IQ signal whose phase difference contains the richest
vocal content is extracted as follows.
Neighborhood Construction. To locate reflected signals most
likely to contain vocal vibrations, we first apply Range-FFT [96] to
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the mmWave IF signals within a time window𝑊 , yielding the re-
flection distribution across range bins. We further limit the analysis
to a detection range 𝑅 to suppress reflections outside the user, form-
ing a range profile as𝑀 ∈ R𝑅×𝑊 . Since the signal with the highest
intensity likely carries the most user-related information, we iden-
tify the corresponding range bin as 𝑟max = argmax𝑟

∑𝑊
𝑡=1 |𝑀 (𝑟, 𝑡) |,

which serves as the anchor for locating vocal-relevant bins. We
then locate a neighborhood of size 𝑁 = 2𝑛 + 1 centered on 𝑟max,
denoted as Nneigh = {𝑠1, 𝑠2, . . . , 𝑠𝑁 }. This neighborhood provides
the candidate region for the subsequent search for the IQ signal
richest in vocal content.
Vocal Energy Guided Search.Motivated by the effectiveness of
Gaussian-based models in voice activity detection [36], we design
a vocal energy estimator that models the statistical distribution of
multi-band energy features within Nneigh to search for the vocal-
intensive bin. Since mmWave-captured vocal vibrations lie below 1
kHz, phase differences computed from these bins are respectively
decomposed into several frequency sub-bands, and their band-wise
energy measures are aggregated into a compact representation.
A single Gaussian model characterizes this feature distribution,
and the IQ signal with the highest likelihood, denoted as 𝑆opt, is
selected as containing the most vocal energy. To accommodate
gradual changes in vocal characteristics, the model parameters are
updated using a slow-learning strategy.

In addition, to eliminate phase discontinuities at the boundaries
of consecutive time windows, we apply a smoothing window to
𝑆opt, yielding the smoothed IQ signal 𝑆opt. As shown in Fig. 5(b), the
optimal signal selected by the vocal energy estimator, after signal
smoothing and temporal concatenation, contains more complete
vocal components while reducing large-scale leakage caused by
motion. Full implementation details, including the vocal-energy
estimator, signal-smoothing procedure, and parameter settings, are
provided in Appendix A.2.1.

3.1.2 Body Motion Demodulation. By stitching optimal bins 𝑆opt
across consecutive windows, we obtain a composite signal Ŝopt. But
it retains residual motion interference due to the spatial extent of
each bin. Within its phase differences, motion-induced components
overlap with vocal vibration frequencies and introduce distortion
(Fig. 5(a) and (b)).
Observations. Prior work [27, 87] generally assumes that body
movement primarily affects the low-frequency region of mmWave,
far below vocal fundamentals (e.g., 90 Hz [114]), and can therefore
be removed by filtering. Yet our empirical observations contradict
this assumption (Fig. 5(a) and (b)). Our theoretical derivation shows

that the body motion frequency in phase differences scales with
acceleration and cannot physiologically reach the vocal band. This
motivates us to examine factors beyond motion, and our experi-
ments reveal a previously underexplored mechanism: the radar’s
zero-frequency DC component couples with body movements. This
coupling produces two observable effects:
(1) It generates pseudo-frequencies that cause overlapping distor-

tion in the phase differences.
(2) Removing the DC component can demodulate the overlapping

distortion in phase differences, but it introduces discontinuities
when the DC overlaps with static reflections during stationary
periods.

Complete derivations and experiments are provided in Appen-
dix A.2.2. Building on this, we propose a motion demodulation
algorithm that selectively removes the DC component during move-
ment to eliminate overlapping distortion while preserving signal
continuity during stationary periods, yielding refined vocal signals.
The process is as follows.
Selective Removal of the DC Component. To identify the zero-
frequency DC component and detect bodymovement, we operate in
the time-frequency domain of Ŝopt, where frequency characterizes
the Doppler velocity of reflective targets (see Appendix A.1). By an-
alyzing the Doppler spectrogram obtained via Short-Time Fourier
Transform (STFT) [85] (Fig. 6(a)), we identify a zero-frequency DC
component and further reveal a dominant Doppler frequency cor-
responding to the torso’s motion velocity, due to its large reflective
surface. Using this Doppler cue, we design a motion-aware filtering
method that, during STFT processing, applies a filter to remove
the DC component only when the body’s velocity exceeds a pre-
defined threshold. Specifically, the Ŝopt is segmented into frames,
and the spectrum 𝑃𝑖 (𝑓 ) is computed for each frame, where 𝑖 is the
frame index and 𝑓 is the frequency. The motion-aware filtering is
then implemented using a conditional smoothed band-stop filter,
activated only when the spectral peak 𝑓peak (torso motion) exceeds
the threshold Δ, thereby suppressing near-zero frequencies while
preserving static body reflections. The filter, referred to 𝐻bs (𝑓 ), is
designed with a stop band defined as |𝑓 | ≤ Δ and further incor-
porates a smoothed transition band to mitigate spectral leakage
from sharp frequency cutoffs (See Appendix A.2.3). Each spectrum
is finally given by:

𝑃𝑖 (𝑓 ) =
{
𝑃𝑖 (𝑓 ) · 𝐻bs (𝑓 ), |𝑓peak | > Δ

𝑃𝑖 (𝑓 ), otherwise
. (1)

If |𝑓peak | ≤ Δ, the frame is considered motionless, and low-
frequency interference far below the vocal band is ignored.
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Figure 6:Motion demodulation in IQ signals. (a) Torsomotion
shows maximum intensity due to its large reflective area;
when static, the DC component overlaps with torso reflec-
tions. (b) Motion demodulation removes the DC component
during motion while preserving stationary torso reflections.

After the motion-aware filtering, the DC component is removed
during motion but preserved during stationary periods, as shown
in Fig. 6(b). We then apply Inverse Short-Time Fourier Transform
(iSTFT) [85] to reconstruct the motion-demodulated mmWave IQ
signal, with distortion in its phase difference effectively removed,
as illustrated in Fig. 5(c). Finally, a high-pass filter is applied to
suppress residual low-frequency clutter, as shown in Fig. 5(d).

3.2 Cross-transfer Pipeline
Compared with microphones, mmWave radar resists airborne noise,
capturing vocal vibrations that align closely with voice emotion-
related source features. However, collecting large-scale mmWave
data is labor-intensive, while limited data leads to degraded per-
formance and increases the risk of overfitting, partly due to in-
complete harmonic capture of voice. To address this, we propose a
cross-modal transfer pipeline that acts as a regularizer by distilling
knowledge from an audio teacher to guide the mmWave student in
emotion learning. Comprehensive audio representations improve
offline convergence, while mmWave ensures noise-robust online
inference. Specifically, we design a hybrid layer-wise distillation
loss to mitigate performance degradation caused by the feature
deficiency of mmWave.

3.2.1 Teacher Model Design. Representation learning is a pow-
erful tool for training better supervised models using large-scale
unlabeled data, especially when labeled data is scarce. Therefore,
we adopt TRILL [102], a non-semantic speech embedding model
pre-trained on AudioSet [34], which achieves state-of-the-art per-
formance across a variety of non-semantic tasks. Building on TRILL,
we fine-tune the model on collected emotional speech data by un-
freezing its last two fully connected layers to learn task-specific
representations. In addition, since word timing in speech correlates
with emotional expression, we extract it via Google Cloud Speech-
to-Text [38] as a complementary feature for emotion recognition.
Notably, the calls for word timing are used only by the teacher
model during offline distillation and are not involved in FeelWave’s
online inference, thereby introducing no latency.
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Figure 7: Cross-transfer pipeline.

Fig. 7(a) shows the architecture of the teacher model. TRILL,
built on a modified ResNet-50 [45], extracts a variable-length em-
bedding sequence {𝑥1, 𝑥2, . . . , 𝑥𝑇 }, where 𝑥𝑡 ∈ R2048. To handle
variable-length speech inputs, we apply AutoPool [72] to aggregate
the embedding sequence into a fixed-dimensional representation
ztrill ∈ R2048 by assigning adaptive attention weights to emphasize
emotion-relevant frames. The aggregated representation is then
passed into a fully connected layer with ReLU activation to obtain
the emotion representation htrill = ReLU(W1ztrill+b1), htrill ∈ R128.
In parallel, a one-dimensional word timing prior xtiming, encod-
ing rhythm- and rate-related cues, is projected into the same
space, yielding htiming ∈ R128. These two features are concate-
nated as H =

[
htrill; htiming

]
,H ∈ R2×128, and further adaptively

fused using AutoPool to generate a unified emotion representa-
tion hfused ∈ R128. Finally, hfused is fed into a softmax classifier to
produce the emotion prediction:

ŷ = softmax(W3hfused + b3), ŷ ∈ R𝐶 , (2)
where 𝐶 denotes the number of emotion categories. All fully con-
nected layers employ L2 regularization (1 × 10−5) to prevent over-
fitting and enhance generalization.
Comparative Experiments on Public Datasets. We evaluate
the teacher model on four public emotion datasets: CASIA [122],
EMODB [13], SAVEE [55], and RAVDESS [68], which share six emo-
tions (angry, fear, happy, neutral, sad, surprise), with RAVDESS
also including disgust and calm. As shown in Fig. 8, the teacher
model surpasses two state-of-the-art baselines, CPAC [113] and
Emotion2Vec [71], achieving average accuracy (ACC) gains of
+13.84, +5.84, +4.38, and +3.26 percentage points on CASIA, EMODB,
SAVEE, and RAVDESS under 10-fold cross-validation. Removing
word timing input (W/O wordtiming) consistently reduces perfor-
mance across all four datasets, with average drops of 2.34 percent-
age points in ACC and 2.81 percentage points in weighted F1 score
(WF1). These results show that the teacher model captures emo-
tional cues effectively and benefits from word timing information.

3.2.2 Training Scheme Design. Although the teacher model per-
forms well under quiet conditions, its high noise sensitivity and
large size (approximately 198 MB) limit its suitability for real-world
deployment.
Noise Impact on Audio-based Emotion Recognition. The per-
formance of the audio-based model degrades significantly under
low SNRs. We record an emotion-labeled speech dataset with six
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Figure 8: Comparison of accuracy (ACC) and weighted F1 score (WF1) across different methods and datasets.

Figure 9: Impact of acoustic
noise on audio models.
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Figure 10: High-level feature distributions of the mmWave
model with (a) and without (b) distillation.
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Figure 11: Validation accuracy
on the mmWave dataset.

categories (happy, calm, angry, tense, sad, and bored) and simulate
noisy environments by mixing the speech with natural background
noise at SNRs ranging from 15 dB to -15 dB. Specifically, we evaluate
the teacher model (W/O wordtiming) under these conditions. In ad-
dition, we apply Resemble-Enhance [95], a state-of-the-art speech
enhancement toolkit, for noise suppression. As shown in Fig. 9,
the accuracy of the audio-based teacher model drops substantially,
even when the training set is adapted with the same type of noise.
In real-world scenarios, however, diverse and unpredictable noise
makes training adaptation infeasible. Additionally, after enhance-
ment, its performance still remains poor, with the accuracy only
46.02% at -5 dB. The limitation persists since residual noise and
spectral distortion after enhancement continue to hinder effective
emotion recognition. In contrast, the mmWave modality remains
insensitive to acoustic noise, offering a robust alternative to audio
and a scalable direction for advancing emotion-aware agents.

Therefore, we design a cross-transfer pipeline to distill knowl-
edge from audio to mmWave, providing lightweight and noise-
robust emotion sensing while maintaining high performance. Fig. 7
illustrates the detailed training scheme. The student model takes
39-dimensional Mel-Frequency Cepstral Coefficients (MFCCs) com-
puted from the phase difference of mmWave IQ signals as in-
put. Considering the low computational cost and suitability for
mobile devices, we design the student model as a variant of the
MobileNetV3-Small [47], followed by fully connected layers, with a
total model size of 9.06 MB. Specifically, we reduce the final convo-
lutional layer’s channels to 128 and apply global average pooling
to align its representation with the teacher model’s fused feature
vector. The teacher model is fine-tuned on our speech emotion
dataset to learn task-specific representations, then frozen and used
as a learning anchor during distillation.

3.2.3 Hybrid Layer-wise Loss. The incomplete harmonics in
mmWave vocal signals make it prone to overfitting the stronger
fundamental components. As shown in Fig. 10 and Fig. 11, this
representation degradation reduces feature separability across emo-
tions, leading to suboptimal convergence. Even with logit-based

knowledge distillation (Logit KD) [46], performance remains limited
by feature deficiency. To address this, we design a hybrid layer-
wise loss that jointly leverages more generalizable latent features
and class-level supervision, enabling the mmWave model to ex-
tract balanced features, reduce overfitting, and enhance emotion
separability. It comprises two components described below.
WeightedContrastive Loss.To bridge the representational gap be-
tween mmWave and audio modalities and enhance class boundary
discrimination, we propose a weighted contrastive loss (WCLoss). It
aligns latent features across modalities and assigns greater weights
to the most confusing negative pairs, guiding the student model to
better separate emotion features. As shown in Fig. 7, given latent
features h𝑡 , h𝑠 ∈ R𝑁×128 from the teacher and student models (𝑁
is the batch size), the WCLoss is defined as:

LWCL = − 1
𝑁

𝑁∑︁
𝑖=1

log
exp

( sim(h𝑖𝑠 ,h𝑖𝑡 )
𝜏

)
∑𝑁
𝑗=1𝑤𝑖 𝑗 · exp

(
sim(h𝑖𝑠 ,h𝑗

𝑡 )
𝜏

) , (3)

where h𝑖𝑠 and h𝑖𝑡 are the normalized features of the 𝑖-th pair, sim(·, ·)
denotes cosine similarity, and 𝜏 is the temperature parameter. The
weighting coefficient is defined as 𝑤𝑖 𝑗 = 𝑤 if 𝑗 ∈ H𝑖 , and 𝑤𝑖 𝑗 =

1 otherwise, where H𝑖 denotes the indices of the top-𝑘 hardest
negative samples (from different emotion classes) for anchor 𝑖 ,
selected based on similarity, and 𝑤 > 1 assigns larger weights to
these samples.
Cross Entropy Loss. To train the model for multi-class emotion
recognition, we use manual truth labels as supervision and employ
the cross entropy loss. Specifically, for an input mmWave sample
x𝑚 with its ground truth label y𝑚 , the predicted output is denoted
as ŷ𝑚 . The cross entropy loss is defined as follows:

LCE = −
𝐶∑︁
𝑐=1

𝑦𝑚 (𝑐) log𝑦𝑚 (𝑐), (4)

where 𝐶 represents the set of emotion classes, and 𝑦𝑚 (𝑐) denotes
the label of class 𝑐 .
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V

You are an emo�onally-aware AI assistant.
The user's current emo�onal state is: {USER_EMOTION}
They have submi�ed the following query: {USER_QUERY}
Your task is to analyze the emo�onal state and query, then
select the most appropriate op�miza�on goal from the
following op�ons:
1. Emo�onal Support – Help the user manage their
emo�onal state through empathy or reassurance.
2. Cogni�ve Simplifica�on – Make the content easier to
understand by simplifying language or structure.
3. Task-oriented Guidance – Help the user achieve their goal
with clear, structured sugges�ons.
4. Wellness Promo�on – Suggest ac�ons that improve the
user’s physical or mental well-being.
A�er selec�ng the goal, explain your reasoning and define a
specific sub-goal that will guide the final response. Please
respond strictly in the following format:
[Emo�onal State]: {FILL_IN}
[Original Query]: {FILL_IN}
[Chosen Op�miza�on Goal]: {FILL_IN}
[Reasoning]: {FILL_IN}
[Refined Sub-goal]: {FILL_IN}

Template: Iden�fy Op�miza�on Goals

Op�miza�on Goals

User Query and Emo�on

Emo�on-aligned Prompts

Emo�on-aware Response(a)

You are an emo�onally-aware AI assistant.
The user's current emo�onal state is: {USER_EMOTION}
The selected op�miza�on goal is: {CHOSEN_GOAL}
The refined sub-goal is: {REFINED_SUBGOAL}
The user originally said: {USER_QUERY}
Your task is to generate a response that aligns with both the
emo�onal state and the refined sub-goal. The response
should fulfill the user's intent while adap�ng to their
emo�onal needs.

Only output the final response in the following format:
[Response]: {FILL_IN}
[Suggested Response Tone]: speak in a {FILL_IN} tone.

Template: Formulate Emo�on-aligned Prompts

(b)

Can you remind me what mee�ngs I have today?

Emo�on-aligned Prompts:
You are an emo�onally-aware AI assistant.
The user's current emo�onal state is: sad
The selected op�miza�on goal is: Emo�onal Support
The refined sub-goal is: Provide the requested mee�ng
informa�on while gently conveying emo�onal support,
such as checking in or offering encouragement.
The user originally said:
"Can you remind me what mee�ngs I have today?"
Your task is to generate a response that aligns with both
the emo�onal state and the refined sub-goal. The
response should fulfill the user's intent while adap�ng
to their emo�onal needs.
Only output the final response in the following format:
[Response]: {FILL_IN}
[Suggested Response Tone]: speak in a {FILL_IN} tone.

In a gentle and reassuring tone: Of course. You
have a team sync at 10:00 AM and a one-on-one with
your manager at 3:30 PM. Take things one step at a
�me—you’re doing your best, and that’s enough. If you
need anything along the way, I’m here for you. (c)

Figure 12: Emotion-driven interaction with GPT-4o. (a) Template for identifying the optimization goal; (b) Template for
formulating the emotion-aligned prompt; (c) A running example.

Combining all components, the hybrid layer-wise loss is defined
asLhybrid = 𝛼LWCL+𝛽LCE. As shown in Fig. 10, the cross-transfer
pipeline yields clearer feature separation across emotions. Fig. 11
further shows that, compared with classic Logit KD without latent
feature alignment, the proposed loss achieves improved perfor-
mance, indicating emotion perception comparable to audio repre-
sentations. This suggests that mmWave vocal signals inherently
contain sufficient emotional cues, yet dominant discrepancies in
fundamental and harmonic features lead to suboptimal convergence.
Our method better balances the features in the mmWave student
model, enabling more effective emotion inference.

3.3 Emotion-driven LLM Interaction
Since LLMs rely on retrieval and have limited contextual reasoning
ability, insufficient reasoning from user queries and emotions to
underlying needs often results in superficial responses [6, 91]. To
this end, we present a two-stage emotion-driven query optimization
module (QOM), which leverages users’ emotional states to conduct
an in-depth analysis of their needs and refine user queries. The
goal is to enable the LLM agent to generate responses that are
both contextually appropriate and aligned with the user’s current
emotional state. Specifically, we use the GPT-4o-transcribe [83] to
obtain user speech queries, which has been proven effective under
noisy conditions. The chain-of-thought (CoT) approach [63, 93, 112]
has shown effectiveness in enabling LLMs to thoroughly analyze
user context. Inspired by this, the QOM guides the LLM through
intermediate reasoning steps that mimic human problem-solving,
decomposing complex tasks into manageable sub-tasks for deeper,
more contextually relevant responses. The process is as follows.

3.3.1 Identify the Optimization Goals. To overcome LLMs’ lim-
ited reasoning over user queries and emotions, we model latent
user needs as explicit, interpretable semantic representations, then
employ retrieval-augmented generation (RAG) [28] to enhance con-
textual reasoning for accurate need inference. Grounded in the
taxonomy of emotion-regulation motives [104], human emotions
are closely intertwined with diverse psychological and functional

needs, such as optimizing task performance, enhancing cognitive
understanding, and maintaining mental and physical well-being. To
enable the system to more effectively respond to users’ underlying
needs, we draw upon established principles from emotional [92],
cognitive [103], behavioral [4], and health psychology [32] to design
the following optimization goals.
• Emotional Support: Help the user manage their emotional state
through empathy or reassurance.

• Cognitive Simplification: Make the content easier to under-
stand by simplifying language or structure.

• Task-oriented Guidance: Help the user achieve their goal with
clear, structured suggestions.

• Wellness Promotion: Suggest actions that improve the user’s
physical or mental well-being.

For example, when the system detects a sad or angry state with
a frustration-related query (e.g., "I’ve been struggling with work
lately"), it applies the Emotional Support by adopting an empathetic
tone to ease negative emotions. When the user is tense and seeks
clarification (e.g., "Could you explain this algorithm again?"), the
system follows Cognitive Simplification, refining and structuring
the response to help the user focus on key information. Meanwhile,
Task-oriented Guidance and Wellness Promotion support goal execu-
tion and mental-physical balance. The former provides structured
actions for task completion, while the latter offers gentle well-being
prompts to alleviate stress from prolonged negative emotions. As
shown in Fig. 12(a), we design a prompt template that reasons
jointly over the user’s emotional state and query context, guided
by predefined optimization goals to derive refined sub-goals sum-
marizing user needs.

3.3.2 Formulate the Emotion-aligned Prompt. Next, FeelWave per-
forms structured prompting for the LLM. As shown in Fig. 12(b), we
design a query template that integrates the user’s query, emotional
state, and sub-goals as guidance to fulfill the user’s intent while
adapting to their needs. FeelWave then reformulates the query to
enhance the contextual relevance and empathy of the LLM’s reply.
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Figure 13: Data collection of FeelWave. (a) The hardware setup includes an mmWave radar and a microphone. The BGT60TR13C
and IWR6843ISK are used for mobile and fixed devices, respectively; (b) A radar and a microphone are employed to collect
paired data from subjects.

Fig. 12(c) presents a concrete example. FeelWave first analyzes
the user’s vocal vibrations and detects a sad state. Without the two-
stage QOM, a GPT-4o agent responds to the user’s query, "Can you
remind me what meetings I have today?" with, "I’m sorry you’re
feeling sad... If you need anything else or some support, I’m here to
help." Such a response provides surface-level empathy. In contrast,
FeelWave performs deeper reasoning, selects the Emotional Support
goal, and summarizes user needs as "Provide the requested meeting
information while gently conveying emotional support, such as
checking in or offering encouragement." Guided by this, emotion-
aligned prompts are then passed to the agent, which generates a
response that not only lists the user’s meetings but also expresses
deeper empathy as "Take things one step at a time—you’re doing
your best, and that’s enough," delivering both functional and emo-
tional support in a gentle, reassuring tone. Notably, while FeelWave
explicitly leverages mmWave vocal vibrations for noise-robust emo-
tion analysis, it does not discard semantics. Instead, it integrates
the LLM’s implicit reasoning in the QOM to infer contextual and
latent emotional cues from user queries. By combining dominant
explicit affect derived from mmWave sensing with auxiliary im-
plicit affect inferred through semantic reasoning, FeelWave jointly
optimizes the LLM’s responses and avoids emotional cue bias across
modalities in a cost-effective strategy, without LLM fine-tuning.

4 EVALUATION
We focus on how emotional integration enhances user experience
during voice interactions with intelligent assistants. To this end,
we conduct preliminary experiments to (1) examine the impact of
user emotional states on agent response quality and (2) evaluate
FeelWave’s emotion sensing performance. All our studies were
approved by the Institutional Review Board (IRB) of our institution.

4.1 Experimental Setup
Hardware. As shown in Fig. 13, we use two types of com-
mercial mmWave radars, TI IWR6843ISK [52] and Infineon
BGT60TR13C [50], to capture vocal vibration signals. Both devices
transmit FMCW signals in the 60-64 GHz range. FeelWave employs a
radar in a single-input single-output (SISO) configuration with one
transmit and one receive antenna. The radar operates at 3.6 GHz
bandwidth and 10 kHz sampling rate to ensure complete capture of
vocal vibrations. Additionally, the SISO radar, with a horizontal and

vertical field of view (FOV) of approximately 40°, can robustly per-
ceive users’ emotions through vocal vibrations, meeting the spatial
requirements of typical real-world device placements. The detailed
configuration is provided in Table 1. To support portability in mo-
bile scenarios, we adopt the BGT60TR13C, while the IWR6843ISK
is used in fixed settings.
Software. Leveraging open-source APIs, including the real-time
mmWave recording tool [120] and ifxdaq [49], we develop Python
scripts to control the TI IWR6843ISK and Infineon BGT60TR13C
radars for capturing vocal vibration signals. FeelWave is trained via
cross-domain transfer on a server with an NVIDIA GeForce RTX
4090 GPU using TensorFlow 2.15.0. For deployment, we port the
mmWave model (2.38 M parameters, 9.06 MB) to a laptop with an
AMD Ryzen 9 HX 370 CPU, enabling real-time processing. For a 5-
second data segment, FeelWave requires 21.71 ms (± 0.11 ms) for pre-
processing. The inference latency is 5.46 ms (± 0.32 ms) on the GPU
and 25.69 ms (± 1.86 ms) on the CPU. This yields a real-time factor
(RTF) below 1, satisfying real-time requirements. To enable online
voice interaction, we integrate GPT-4o [78] into FeelWave and de-
velop an app, as illustrated in Fig. 21. We use GPT-4o-transcribe [83]
to extract clean user queries, which has demonstrated state-of-the-
art performance under noisy conditions [65, 80]. Finally, we use
GPT-4o-mini-TTS [82] to synthesize voice responses. We also evalu-
ate GPT-4o’s interaction latency through time-to-first-token (TTFT)
and time per output token (TPOT). TTFT measures the delay from
query reception to the first token, while TPOT measures the aver-
age generation time per token. Across five trials, TTFT averages
0.822 s while TPOT averages 0.001 s/token. Although query op-
timization introduces a slight delay before response generation,
GPT-4o maintains efficient token generation once decoding begins.
Dataset. Over one month, we recruited 27 stage actors (11 male, 16
female, aged 18-31) to perform emotional enactments while collect-
ing synchronized mmWave and audio data, forming the EmoDataset.
We adopted a six-category emotion taxonomy comprising happy,
calm, angry, tense, sad, and bored, covering a broad range of va-
lence and arousal for emotional speech. Each participant selected
6-9 spoken commands from ok-google.io [37] and performed them

Table 1: mmWave radar configuration.

Frame Periodicity 1 ms Idle Time 40 𝜇s
Chirps/Frame 10 Ramp End Time 60 𝜇s
Frequency Slope 60 MHz/𝜇s Range Resolution 4.2 cm
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under all six emotional states. During recording, participants spoke
naturally while maintaining a distance of 0.3-0.5 m from the radar.
The EmoDataset contains roughly 12 hours of recordings.

4.1.1 User Query Design. To systematically evaluate the impact of
emotional state on LLM-powered agent responses, we design three
query types corresponding to common user intents: information
retrieval ("What is it"), procedural guidance ("How to do"), and task
execution ("Please do..."). These categories reflect three core user
intent types: declarative, procedural, and imperative. For each type,
we construct multiple representative scenarios (see Appendix A.3)
covering common tasks such as checking flights, requesting naviga-
tion, and playing music. This design offers clear semantic cues for
the agent, enabling evaluation of how emotional context impacts
response quality, as detailed below.
• Information retrieval queries assess whether emotional cues
enable the agent to convey factual content more accurately or
empathetically (e.g., offering gentler replies during sadness).

• Procedural guidance queries examine whether the agent
adapts its instructional language based on emotional states (e.g.,
offering clearer, more concise instructions under anxiety).

• Task execution queries evaluate whether the agent incorpo-
rates emotional states when executing commands to provide more
humanized responses or confirmations (e.g., playing upbeat music
when happy).

This design enables a systematic analysis of how emotional condi-
tioning affects language generation across interaction types, clari-
fying how emotion shapes agent behavior.

4.1.2 User Study Design. We design a questionnaire to examine
how emotional cues affect user interaction with the agent. The
questionnaire includes (1) the user’s emotional state inferred from
mmWave-based vocal vibration sensing, (2) the user’s query and its
context, and (3) the response generated by the LLM-powered agent.
For each query, participants receive both a baseline agent response
without emotional state and an emotion-enhanced response, and
are asked to indicate their preference. To mitigate order effects, the
presentation order of the responses is randomized. Participants rate
each response on a 5-point Likert scale across the following five
dimensions:
• Clarity: how easy it is for the user to understand the response.
• Emotional Appropriateness: whether the response aligns with
the user’s emotional state and appropriately addresses emotional
needs.

• Contextual Relevance: whether the response is relevant to the
user’s request and the current context.

• Interaction Comfort: whether the response makes the user feel
more relaxed and more willing to continue.

• Overall Satisfaction: the user’s overall satisfaction with the
response.

Additionally, we evaluate users’ preferences between the two re-
sponses for each dimension to determine which one is favored. The
options are: (1) Prefer response 1, (2) Prefer response 2, (3) Like
both, and (4) Dislike both.

4.2 Preliminary Experiments
In this section, we design preliminary experiments to (1) simulate
users to broadly evaluate changes in user experience after intro-
ducing emotional states, and (2) verify the accuracy of FeelWave in
recognizing users’ emotions.

4.2.1 User Simulation Study. We conduct a user simulation study
involving 20 human participants and five LLMs: GPT-4o [78], Gem-
ini 2.5 Pro [22], Claude 3.5 Haiku [7], Llama 3.1 [75], and DeepSeek
V3 [23], referred to as LLM participants. Human participants were
recruited via public calls on social media, comprising 11 females
and 9 males aged 18-35. Following recent methodological practices
that use LLMs as simulated participants to emulate user feedback in
controlled, reproducible settings [61, 89], we employ these models
as complementary evaluators that provide consistent, bias-reduced
assessments, thereby balancing human variability in subjective eval-
uation. Using multiple LLMs further reduces single-model bias and
broadens cross-model perspectives. Combining both participant
types enables a more comprehensive view of how emotional cues
shape perceived interaction quality. Each LLM participant provides
4 repeated ratings to match the number of questionnaire responses
from human participants. We design three user inquiry categories:
information retrieval (T1), procedural guidance (T2), and task exe-
cution (T3), as described in Section 4.1.1. Based on this, we simulate
diverse dialogues across 36 queries, comprising 6 commands ex-
pressed under 6 emotional states. For example, in the inquiry "Do
I need an umbrella for tomorrow?", the user plans outdoor activ-
ities while feeling tense. We use a GPT-4o [78] agent to generate
responses. As detailed in Section 4.1.2, participants view both a neu-
tral response and an emotion-enhanced response generated with
the emotion-aligned prompt (Fig. 12), then evaluate them using
predefined metrics and indicate their preference.
Results analysis.We systematically evaluate the impact of emo-
tional cues on user experience using both human participants and
LLM participants as simulated users. As shown in Fig. 14 and Fig. 15,
emotional cues consistently improve most metrics across both
groups, with notably strong gains in emotional appropriateness and
interaction comfort. In terms of overall preference, Fig. 16 shows
that 84.7% of all participants favor emotionally enriched responses,
underscoring their clear benefit in enhancing user experience. To
further validate these findings, we conduct Wilcoxon signed-rank
tests and estimate effect sizes with Cohen’s 𝑑 . As shown in Table 2,
emotional cues significantly enhance overall satisfaction for par-
ticipants as a whole, including both humans and LLMs (𝑝 < 0.05),
with most effect sizes in the medium to large range. By task type,
emotionally enriched responses perform best in T2 and T3, signifi-
cantly enhancing interaction comfort and overall satisfaction. In
T1, user experience also improves, though clarity scores are slightly
lower with emotional cues (4.46±0.89 vs. 4.56±0.89). These results
suggest that in information retrieval tasks, users favor direct and
concise responses, while emotional embellishments, particularly
under angry or tense states, may slightly reduce perceived clarity.
In contrast, emotional cues help the agent provide appropriately de-
tailed responses in procedural guidance (T2), yielding a significant
advantage in clarity. For both LLM participants and human par-
ticipants, the results show a consistent trend. The former provide
a more stringent and objective perspective, while the latter offer
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Figure 14: Human participant simulation results.
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Figure 15: LLM participant simulation results.

Figure 16: Participant preferences for agent responses with
and without emotional states.

authentic subjective experience, and both indicate that emotional
cues reliably enhance agent response quality. The corresponding
statistical analyses for each group are reported in Appendix A.4.
Overall, incorporating users’ emotional states enhances the inter-
action experience across multiple dimensions.
Note. In the early recruitment phase, we also contacted potential
participants from older age groups. Many reported limited prior ex-
posure to LLMs or agent-based systems, making them less familiar
with the interaction tasks and unable to provide stable or compara-
ble feedback on interaction quality. To avoid confounding effects
due to differences in technology familiarity and to ensure that eval-
uations reflect actual usage experience, we ultimately focused on
younger users who more frequently engage with intelligent agents
and represent the primary target user group for such systems.

4.2.2 mmWave-Based Emotion Recognition Performance. To eval-
uate the emotion sensing performance of FeelWave, we conduct

experimental analysis and compare it against state-of-the-art ap-
proaches. To ensure fairness, we conduct 5-fold cross-validation on
the EmoDataset, which includes 27 participants evenly spanning 6
emotional states.
Baselines.We adopt the following cross-domain learning methods
as baselines: (1) Logit-based Knowledge Distillation (Logit KD) [46],
a classical distillation approach without latent feature alignment;
(2) Adversarial Teacher-Student Distillation (ATSD), which applies
a gradient reversal layer (GRL) [33] to adversarially align teacher-
student latent representations across modalities. All frameworks
share the same network architecture and differ only in distilla-
tion strategy. We further include (3) CPAC [113], a state-of-the-art
speech emotion recognition model trained directly on mmWave
data without distillation, as well as two boundary baselines: (4) a
non-distilled mmWave student model as the lower bound, and (5)
an audio-based teacher model as the upper bound.
Overall performance. We evaluate FeelWave using average ac-
curacy (ACC) and weighted F1 score (WF1) against multiple base-
lines. As shown in Fig. 17, FeelWave achieves the best overall re-
sults, with average gains of about 5.3 percentage points in both
ACC and WF1. Notably, the limited performance gap between non-
distillation methods and distillation baselines suggests that while
mmWave vocal signals inherently contain rich emotion-relevant
cues, their utilization is constrained by an imbalanced represen-
tation, where dominant fundamentals overshadow harmonic pat-
terns. Our method more effectively unlocks this latent potential,
enabling more discriminative emotion representations. We also use
the silhouette score (-1 to 1, higher is better) to assess the clustering
quality of emotion features based on intra- and inter-class distances.
For reference, we also compute the silhouette score of the teacher
model with audio input. As shown in Fig. 18, FeelWave achieves

Table 2: Cohen’s 𝑑 and statistical significance of combined human-LLM evaluations across metrics and query types.

Metric T1 T2 T3 All

Clarity -0.16∗ 0.70 ✓ 0.39 ✓ 0.28
Emotional Appropriateness 1.90 ✓ 1.79 ✓ 1.65 ✓ 1.78 ✓

Contextual Relevance 0.71 ✓ 0.82 ✓ 0.96 ✓ 0.81 ✓

Interaction Comfort 1.39 ✓ 1.39 ✓ 1.31 ✓ 1.36 ✓

Overall Satisfaction 1.37 ✓ 1.45 ✓ 1.49 ✓ 1.42 ✓

Note: All results are statistically significant at 𝑝 < 0.05. Each cell reports Cohen’s 𝑑 effect size, in bold with ✓ marking 𝑑 ≥ 0.36
(medium or large). According to Lovakov and Agadullina [69]: 𝑑 < 0.15 = very small, 0.15-0.36 = small, 0.36-0.65 = medium, 𝑑 > 0.65
= large. A medium effect size can be interpreted as noticeable to the observer.
* The average score with emotional cues (4.46) is slightly lower than without emotional cues (4.56).
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Figure 17: Performance of emotion recog-
nition across five-fold cross-validation.

Figure 18: Silhouette score evaluation of
emotion clustering performance.
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Figure 20: Performance of semantic-oriented models on emo-
tion recognition.

the highest average score of 0.57 with mmWave input, surpassing
Logit KD, ATSD, and the non-distillation baselines. Moreover, the
silhouette score of FeelWave closely approaches that of the teacher
model with audio input (0.61), indicating near-lossless feature dis-
criminability. This demonstrates that our cross-transfer approach
with the layer-wise hybrid loss more effectively guides the audio-to-
mmWave latent feature mapping and reduces overfitting, leading
to improved performance. As shown in Fig. 19, FeelWave robustly
recognizes multiple emotions, maintaining ACC values above 90%
across all categories.
Semantic-oriented emotional cue analysis.We introduce sev-
eral semantic-oriented baselines to assess the role of semantic emo-
tional cues in functional agent interactions. We assess five text-level
models, including Claude 3.5 Haiku [7], Llama 3.1 [75], DeepSeek
V3 [23], GPT-4o-mini [81], and Gemma-3-4B [21]. We also include
two audio-text LLMs, Gemini 2.5 Pro [22] and GPT-4o audio [79],
which leverage both semantic and acoustic cues. As shown in Fig. 20,
both categories exhibit limited performance, with average ACCs
of 17.57% and 27.60%, respectively. A primary reason is that func-
tional queries (e.g., weather checks, schedule reminders) contain
largely neutral semantics, making it difficult for text-level models
to derive enough emotional cues. Audio-text models also suffer
from bias between semantic and acoustic emotional cues. In func-
tional interaction scenarios, semantic content is often neutral or
conveys only coarse polarity (such as positive or negative), whereas
acoustic signals carry more fine-grained emotional information.
Prior studies [15, 19] indicate that current audio-text LLMs tend
to prioritize semantics under such inconsistency, leading them to
underuse acoustic affect and limiting effective cross-modal inte-
gration. Consequently, these models struggle to unify the emotion
label space, which limits their overall performance. For example,
GPT-4o-audio reaches only 19.62%. In contrast, FeelWave explic-
itly leverages mmWave-captured vocal features for noise-robust
emotion analysis and incorporates LLM reasoning during query

optimization to extract contextual and implicit emotional cues. This
design combines the dominant explicit affect derived frommmWave
sensing with auxiliary implicit affect inferred from semantic rea-
soning, avoiding cross-modal emotional cue bias and improving
the quality of agent responses.
Robustness analysis. We comprehensively evaluate the gener-
alization of FeelWave under diverse conditions, including unseen
speakers, variations in radar distance and orientation, body move-
ments, and everyday clothing occlusion. FeelWave generalizes well
to unseen speakers, achieving an average ACC of 82.78% and up
to 91.67% for emotion recognition. In addition, within a distance
of 1.0 m, FeelWave supports both mobile scenarios (0-0.5 m, e.g.,
smartphones) and fixed-device scenarios (0.5-1.0 m, e.g., laptops,
in-vehicle systems). It is also robust to user-radar orientation, in-
cluding Frontal, Top-left, and Bottom-left, covering azimuths up to
approximately 60°, elevations from approximately +15° to -45°, and
a horizontal and vertical FOV of around 40°. Furthermore, FeelWave
remains robust against everyday movements (e.g., writing, typing,
walking) and clothing occlusion of the vocal cord region (e.g., scarf,
down jacket, jacket). Overall, FeelWave can be effectively applied
to natural voice interaction across diverse device settings, such as
smartphones, laptops, and in-vehicle systems. Detailed robustness
results are provided in Appendix A.5.

5 USER STUDY ON VOICE INTERACTION
WITH FEELWAVE

In this section, we present real-world user studies of voice inter-
action with FeelWave, conducted under institutional IRB approval,
to evaluate its effectiveness in diverse real-time scenarios and to
ground the findings in authentic human experiences. As shown
in Fig. 21, we implement an app that integrates GPT-4o into Feel-
Wave, forming an emotion-aware voice agent for online queries.
The pipeline incorporates GPT-4o-transcribe for automatic speech
recognition and GPT-4o-mini for text-to-speech, enabling accurate
transcription and natural voice responses. For comparison, we also
evaluate a baseline voice agent without emotion sensing.

5.1 Controlled User Study
We recruit 20 participants via public social media calls (12 females,
8 males, aged 18-30) to evaluate FeelWave. Participants engage in
real-time voice interactions with both FeelWave and a baseline voice
agent without emotion awareness. The experiment allows users to
make open-ended queries. Fig. 22(a) and Fig. 23 show that users
consistently prefer emotion-aware interactions. Compared with
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Figure 21: Voice interaction with FeelWave. (a) User study setup. (b) Example of the voice interaction app in use.
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Figure 22: Results of voice interactions using FeelWave. (a) FeelWave using GPT-4o;
(b) FeelWave using SLMs, including gpt-4o-mini and gemma-3-4B.

Figure 23: User preferences for voice inter-
actions.

the baseline, FeelWave receives significantly higher ratings across
emotional appropriateness (4.33 ± 1.31 vs. 2.98 ± 0.99), contextual
relevance (4.43±1.25 vs. 3.43±1.25), interaction comfort (4.37±1.27
vs. 3.03 ± 1.01), and overall satisfaction (4.37 ± 1.23 vs. 3.22 ± 1.03).
Preference distribution analysis further reveals that with GPT-4o,
74.3% of interactions are judged more favorable when enhanced
with emotional awareness.
Would model size matter? Currently, small language models
(SLMs) can be deployed on mobile devices due to their lightweight
nature, enabling on-device processing that preserves privacy while
reducing computational costs. However, since model intelligence
typically scales with parameter size [1, 111], a natural question
arises: Does using smaller models diminish the benefits of emotion-
aware interaction? To explore this, we replace GPT-4o in FeelWave
with two SLMs, gpt-4o-mini [81] and gemma-3-4B [21]. As shown

Table 3: Cohen’s 𝑑 and statistical significance of FeelWave’s
results.

Metric LLM SLM All

Clarity -0.19† -0.28∗ -0.24∗
Emotional Appropriateness 1.33 ✓ 0.96 ✓ 1.09 ✓

Contextual Relevance 0.94 ✓ 0.67 ✓ 0.79 ✓

Interaction Comfort 1.36 ✓ 0.80 ✓ 1.01 ✓

Overall Satisfaction 1.19 ✓ 0.61 ✓ 0.83 ✓

Note: Each cell reports Cohen’s 𝑑 effect size. Superscript † indicates
𝑝 ≥ 0.05 (not significant). Values in bold with ✓ mark significant
effects with 𝑑 ≥ 0.36 (medium or large). A superscript ∗ denotes
significant cases where the baseline outperformed FeelWave.

in Fig. 22 and Fig. 23, emotion awareness significantly enhances
user experience regardless of whether an LLM or SLM is used, and
the overall trend remains consistent. For example, under the SLMs,
emotional appropriateness increases from 2.92± 0.97 to 4.28± 1.34,
contextual relevance from 3.50 ± 1.21 to 4.31 ± 1.31, interaction
comfort from 3.07±1.00 to 4.17±1.42, and overall satisfaction from
3.33 ± 0.97 to 4.17 ± 1.42.

Overall, as shown in Table 3, both the Wilcoxon signed-rank and
Cohen’s 𝑑 confirm that FeelWave consistently enhances emotion-
aware interactions under both LLM and SLM settings. With GPT-
4o, large effect sizes are observed in emotional appropriateness
(𝑑 = 1.33), interaction comfort (𝑑 = 1.36), and overall satisfaction
(𝑑 = 1.19). Although smaller models yield slightly lower scores, the
improvements remain significant with medium-to-large effect sizes.
Although some participants note reduced clarity in information-
retrieval queries due to emotional modulation, this effect does not
outweigh the overall benefits. Specifically, participants remarked:

Query: "Do I need an umbrella for tomorrow?" (tense)
FeelWave: "It looks like there’s some rain in the forecast for tomorrow, so
bringing an umbrella would be a smart choice. Don’t worry—we’ll make
sure you’re prepared so your plans can still go smoothly."
Baseline: "Yes, you’ll need an umbrella—rain is in the forecast for tomor-
row."
Comment 1 :"I feel the FeelWave response is warmer and more caring. It
makes me feel less anxious, while the baseline answer sounds a bit cold."
Comment 2 :"When tense, I prefer brief replies. I like that FeelWave
gives me the answer first and then adds comfort, which makes the longer
response acceptable."
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Figure 24: Real-world use cases. (a) Subway scenario with noise levels around 75 dB (67-79 dB); (b) Café scenario with noise
levels around 58 dB (39-70 dB); (c) Driving scenario with noise levels around 73 dB (64-77 dB).
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Figure 25: Emotion recognition performance of FeelWave in real-world
conditions.

Figure 26: System Usability Scale (SUS) results from
user evaluation.

Thus, LLMs deliver stronger performance, but SLMs still reliably
reproduce the gains, supporting FeelWave’s feasibility for resource-
constrained edge deployment.

5.2 In-the-Wild Study
To further validate FeelWave in real-world conditions with strong
noise and natural movement, we conduct a voice interaction study
in a subway, a café, and a driving scenario. As shown in Fig. 24,
users interact in the subway, standing and holding a device in a
moving carriage, where ambient noise averages 75 dB (67-79 dB).
In the café, the radar is mounted above the laptop camera, with
users interacting naturally in ambient noise averaging 58 dB (39-70
dB). In driving, the radar is mounted above the dashboard as users
drive, introducing fine-grained vibrations and natural movement
under noise averaging 73 dB (64-77 dB). We evaluate the emotion
recognition performance of FeelWave in the above scenarios. In
addition, we employ the System Usability Scale (SUS) [12] to assess
users’ voice interactions with FeelWave, focusing on dimensions
such as ease of use, complexity, and user confidence. SUS consists of
10 standardized items rated on a five-point Likert scale and is widely
used to assess system usability. The overall score is computed as:

SUS = 2.5 ×
5∑︁
𝑖=1

[
(𝑅2𝑖−1 − 1) + (5 − 𝑅2𝑖 )

]
, (5)

where 𝑅 𝑗 denotes the raw rating of the 𝑗-th item, yielding a final
score between 0 and 100.

As shown in Fig. 25, FeelWave achieves an average emotion
recognition accuracy of 86.11% in noisy real-world settings such
as subways, cafés, and driving scenarios with natural motion. In
contrast, the audio-based teacher model achieves only 23.2% aver-
age accuracy under noise, while FeelWave remains effective across
diverse conditions by leveraging mmWave’s resilience. After using
FeelWave for voice interactions, users evaluate its usability. The

SUS results (Fig. 26) indicate that users consider the system suitable
for frequent use (4.67 ± 0.47), easy to use (4.50 ± 0.50), and well-
integrated (4.50±0.50), with emotion sensing and goal optimization
enhancing interaction effectiveness. Its transparent design enables
natural voice interaction without additional effort, yielding a high
learnability score (4.83± 0.37), and users express strong confidence
in using the system (4.83 ± 0.37). Overall, FeelWave achieves a SUS
score of 88.3, indicating excellent usability (≥ 85 is considered
"excellent" [11]).
Feedback. In real-world use of FeelWave, users mainly raised con-
cerns about safety, privacy, robustness under atypical vocal condi-
tions, and cross-scenario applicability. The feedback and responses
are summarized in Table 4. These insights highlight the system’s us-
ability strengths while also pointing to areas for refinement. Specif-
ically, we further discuss the system’s limitations and directions
for future improvement in Section 6.3.
Exploratory Interview. This interview aims to examine the po-
tential of FeelWave across diverse user backgrounds (e.g., daily
routines, emotional needs, and familiarity with AI interactions).
To this end, we recruit participants through public calls on social
media, covering 4 students, an office worker, a taxi driver, a profes-
sor, and a retired senior, spanning ages 23 to 67. Interview details
are provided in Appendix A.6. The interviews indicate that Feel-
Wave offers promising opportunities for everyday voice interaction,
such as stress regulation (e.g., streamlined scheduling and driving
support), emotion-aware entertainment (e.g., personalized music
playback), and lightweight companionship. At the same time, as
noted by the professor, extending FeelWave from a personal agent
to multi-user scenarios is appealing but would require further de-
velopment of reliable user identification and multi-user dialogue
management. Likewise, the retired senior views FeelWave as not yet
a "friend-like" conversational partner, revealing a gap between emo-
tional interaction and meaningful companionship. This suggests a
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need for richer personalization, such as incorporating individual
life experiences and long-term preferences, rather than relying on a
generic assistant behavior. Overall, these insights position FeelWave
as a promising design space, while also pointing to the need for
improved extensibility to support more diverse applications.

6 DISCUSSION
6.1 Use Cases
Voice has become a mainstream interaction modality, and LLMs
have further enabled more natural and intelligent conversations [8,
9]. Experiments show that FeelWave robustly senses user emotions
within 1 m, across orientations, under clothing occlusion, and dur-
ing natural movements, while remaining resilient to acoustic noise.
User studies further confirm its ability to support personalized
voice interactions in real-world scenarios. Specifically, the system
is well-suited for two major categories of open-environment voice
interaction, as follows.

6.1.1 Voice Interaction withMobile Devices. FeelWave is well-suited
for voice interaction with mobile devices such as smartphones and
smartwatches. When users hurriedly query their assistant while
rushing to catch a subway, traditional microphone-based systems
are easily disrupted by strong background noise, often failing to
capture emotional states and sometimes even producing errors
that worsen negative emotions. In contrast, FeelWave leverages
mmWave-based vibration sensing to unobtrusively perceive user
emotions, enabling noise-robust, emotionally aligned interactions
that can comfort users who may already feel physically and men-
tally fatigued. Overall, FeelWave is effective within typical mo-
bile interaction ranges (within 0.5 m) and ±30° angles, supporting
emotion-aware and reassuring voice interaction even in noisy pub-
lic environments such as streets and shopping malls.

6.1.2 Voice Interaction with Fixed Devices. FeelWave can also be ap-
plied to fixed-device voice interactions, such as in-vehicle assistants
and laptops. It can be deployed on a car dashboard or above a lap-
top’s camera, typically within 1 m of the user. In driving scenarios,
road rage often contributes to unsafe behavior. An in-vehicle assis-
tant equipped with FeelWave can detect negative emotions such as
anger from users’ voice queries and provide calming feedback or
timely reminders, thereby fostering a safer driving environment.
Similarly, many office workers require mobile office support. When

integrated into laptops, FeelWave enables robust voice interaction
even in noisy environments such as offices or cafés, while adapting
to users’ emotional states to deliver more personalized and efficient
workplace experiences.

6.2 Deployment Feasibility
6.2.1 Hardware Cost. Advances in mmWave technology have sub-
stantially reduced radar costs, enabling large-scale deployment.
Consumer-grade radars such as the ICLEGEND MICRO cost ap-
proximately $2 [76], while Infineon and TI modules are priced
around $12 [51] and $15 [53]. This demonstrates that integrating
mmWave radar into FeelWave is cost-effective and lowers barriers
to adoption.

6.2.2 Power Consumption. FeelWave uses a SISO mmWave radar
with a low-power MEMS microphone. Smartphone-grade MEMS
microphones consume about 1.8 mW [86], while the TI IWR6843ISK
radar transmits at 12 dBm (≈ 16 mW) and consumes on average
1.2 mW with a 7.3% duty cycle. The Infineon BGT60TR13C radar
consumes under 5 mW. These specifications show that FeelWave
fits well within the energy budgets of power-constrained devices.

6.2.3 Integration Trends. Compact mmWave radars are increas-
ingly embedded in consumer devices for interaction [41, 42, 94]
and communication [99]. Smartphones such as Google Pixel 4 [94]
already integrate radar sensors for gesture-based interaction, which
demonstrates feasibility under mobile constraints. Similarly, wear-
able and portable devices (e.g., PieX Pendant [42], AIBI Pocket
Pet [41]) combine low-power radars with edge AI processors, while
in-vehicle systems use mmWave sensors for driver monitoring [10]
and user interaction [77]. These developments indicate a conver-
gence of radar sensing and edge intelligence, enabling cost-effective,
low-power, privacy-preserving deployment. Within this trend, Feel-
Wave is well aligned with future consumer applications.

6.3 Limitations and Future Work
In this paper, we propose an emotion-aware voice interaction sys-
tem that operates effectively within a 1 m range, across multi-
ple orientations, with clothing occlusion, and during natural body
movements. It is suitable for mobile devices (e.g., smartphones)
and fixed platforms (e.g., laptops, in-vehicle systems). Nonetheless,
limitations remain in complex real-world environments, which we
discuss here along with future directions for improvement.

Table 4: User feedback and responses.

Feedback Response
"Does prolonged exposure to
mmWave radiation pose health
risks?"

mmWave is non-ionizing radiation and does not damage DNA. International safety guidelines (e.g., ICNIRP [54],
FCC [31]) set strict exposure limits, and our devices operate at milliwatt-level power, far below these thresholds.
Therefore, no health risks are associated with their use.

"Will this system expose my pri-
vate information, such as my
emotional states?"

Our system currently uses a hybrid local-cloud architecture: emotion analysis runs on-device to preserve privacy,
while voice interaction via the OpenAI API is processed in the cloud in compliance with data protection standards [84].
Alternatively, it can be fully localized using open-source models (e.g., the Gemma family [21]).

"Will recognition accuracy de-
crease whenmy voice is hoarse?"

Hoarseness alters vocal cord vibrations and may affect the system’s ability to perceive emotions. While the system may
face limitations in such cases, robustness can be improved through larger datasets and adaptive model optimization.

"Can I use the system freely? Are
there any limitations?"

Our system works with everyday clothing even when the throat is partially covered. It is robust to different orientations
within a 1 m range and handles natural movements, making it suitable for both mobile devices (e.g., smartphones) and
fixed platforms (e.g., laptops, in-vehicle systems).



Enabling Emotion-Aware Voice Interaction through mmWave Sensing CHI ’26, April 13–17, 2026, Barcelona, Spain

Finer-grained Emotion Perception. FeelWave currently recog-
nizes 6 common emotions: happy, calm, angry, tense, sad, and bored.
It cannot yet distinguish finer-grained emotional states (e.g., frus-
trated vs. angry, excited vs. happy) or handle challenging vocal
conditions (e.g., hoarseness), primarily due to limited training data.
To address this, leveraging the consistency between mmWave vocal
vibrations and voice in source features, we plan to use generative
methods with large-scale, emotion-rich audio corpora to expand the
scarce mmWave dataset and enhance its emotional granularity and
generalizability. Notably, we have demonstrated the effectiveness of
mmWave vocal signals for emotion recognition, positioning them
as a noise-resilient acoustic alternative to conventional audio and a
scalable direction for advancing emotion-aware agents. Building
on this, we will explore transforming the noise-immune mmWave
acoustic features into emotional descriptions and integrating them
with semantics to enable robust, fine-grained emotion sensing.
More Users. FeelWave currently employs a SISO mmWave radar
to minimize power consumption. However, this configuration lacks
angular resolution, making it difficult to distinguish multiple users
at the same range bin. In future work, adopting multi-input multi-
output (MIMO) radars could enable angle-based separation, thereby
enabling simultaneous emotion analysis across multiple users and
supporting shared use.
Broader Applicability. FeelWave leverages mmWave radar to
sense vocal cord vibrations for noise-robust emotion recognition.
Its performance may degrade at longer distances, when users face
away, or when obstacles such as walls are present. To broaden
applicability, in low-noise scenarios that require more flexible inter-
action, such as smart home control or voice assistants in museums,
a pre-trained classifier can be used to estimate the vocal content
in mmWave signals. When vocal content is low, user emotions
can instead be inferred with an audio-based model. Replacing the
mmWave module with an audio model preserves the pipeline while
extending applicability to more diverse scenarios.

7 CONCLUSION
In this work, we present FeelWave, an emotion-aware voice inter-
action system that enables robust mmWave-based emotion sens-
ing and emotion-driven LLM response generation. By integrating
motion-robust signal extraction, cross-domain transfer learning,
and emotion-aware query optimization, the system forms a cohe-
sive pipeline for efficient, emotion-driven voice interaction with
LLMs. Extensive evaluations show that FeelWave achieves 92.3%
emotion recognition accuracy and remains robust in real-world
noisy environments (86.1% vs. 23.2% for audio-based models). In
voice interaction studies, 74.3% of users prefer FeelWave, reporting
significantly higher satisfaction than a baseline without emotion
sensing (4.37 ± 1.23 vs. 3.22 ± 1.03). A SUS score of 88.3 further
confirms FeelWave’s high usability in the real world. We hope this
work will provide new insights into human-AI interaction, advanc-
ing systems that understand not only what users say but also how
they feel, thereby fostering more empathetic AI-driven assistants.
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Figure 27: Acoustic feature analysis. (a) Microphone-recorded audio presents both glottal source and vocal tract features with
clear fundamental and harmonic components; (b)-(c) The mmWave-captured vocal signal and audio-derived glottal flow exhibit
strong similarity, demonstrating the cross-modal consistency of source features.
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A Appendix
A.1 Preliminary
A.1.1 Principles of mmWave Radar Sensing. mmWave technology
is gaining increasing attention across diverse applications [43, 44,
73, 74, 108, 109], enabled by its high-precision range and velocity
measurements and its growing affordability. In FMCW radar sys-
tems, the signal propagation delay induces a characteristic beat
frequency between the transmitted and received signals, resulting
in intermediate frequency (IF) signals expressed as:

𝐼𝐹 (𝑡) = 𝐴𝑡𝐴𝑟𝑒
𝑗2𝜋 (𝜌𝑡+𝑓0 )𝜏 , (6)

where𝐴𝑡 and𝐴𝑟 are the amplitudes of the transmitted and received
signals, 𝜌 is the chirp rate, 𝑓0 is the starting frequency, and 𝜏 denotes
the propagation delay. Thus, the frequency of the IF signal can be
expressed as 𝑓𝐼𝐹 = 2𝜋𝜌𝜏 .
Range Estimation. A frequency shift arises from the time of flight
between transmitted and received signals. The IF signal frequency
(𝑓𝐼𝐹 ) is proportional to the radar-subject distance: 𝑑 =

𝑓𝐼𝐹 𝑐
2𝜌 , where

𝑐 is the speed of light.
Velocity Estimation. For a moving subject, the phase of the IF
signal changes with the distance between radar and the subject:

𝜑 ≈ 2𝜋 𝑓0𝜏 =
4𝜋𝑑
𝜆

, (7)

where 𝜆 is the wavelength. Therefore, the phase difference between
consecutive chirps is proportional to the subject’s Doppler velocity
as 𝑣 =

𝜆Δ𝜑
4𝜋𝑇𝑐 , where 𝑇𝑐 is the time interval between multiple chirps.

A.1.2 Vibration-Based Voice Production. Voice serves as a primary
channel for emotional expression, conveying different emotions
through variations in pitch, volume, and rhythm. During phonation,
air from the lungs passes through the vocal cords and is shaped

by the vocal tract to produce speech. As shown in Fig. 2, vocal
cord vibrations serve as the primary source, playing a key role in
defining speech characteristics such as the fundamental frequency
and partial harmonics. Their dynamic relationship [20, 67] can be
modeled as:

𝑚 ¥𝑢 (𝑡) + 𝑟 ¤𝑢 (𝑡) + 𝑘𝑢 (𝑡) = 𝐹0𝑒
𝑗 (2𝜋 𝑓𝐹 𝑡+𝜃𝐹 ) ,

𝑠 (𝑡) = T ( ¤𝑢 (𝑡)),
(8)

where𝑢 (𝑡) is the vocal cord displacement, and𝑚, 𝑟 , and𝑘 are param-
eters governed by vocal cord physiology. The force 𝐹0𝑒 𝑗 (2𝜋 𝑓𝐹 𝑡+𝜃𝐹 )
varies with the degree of vocal fold tightness. The transfer function
T (·) maps the velocity ¤𝑢 (𝑡) to the radiated speech signal 𝑠 (𝑡). As
the core of voice production, vocal vibrations encode emotional
cues such as pitch, intensity, and rhythm, making them well-suited
for emotion recognition.

A.1.3 Vocal Vibration Signal Sensing. Furthermore, due to the
millimeter-scale wavelength of mmWave, the phase variations en-
able detection of micro-movements. Accordingly, based on Equa-
tion 7, the phase difference (Δ𝜑𝑣 ) resulting from vocal vibration
can be expressed as:

Δ𝜑𝑣 =
4𝜋𝛿
𝜆

, (9)

where 𝛿 is the displacement due to vocal cord vibration. Since
Δ𝜑𝑣 is linearly proportional to 𝛿 , it represents the vocal vibration
signal and contains the fundamental frequency as well as partial
harmonics of the voice, as shown in Fig. 2.
Cross-Modal Acoustic Analysis. Source features, as the core
components of voice production, encode rich emotional cues [118].
They describe the vocal cord vibration patterns and their excitation
signals, which are likewise captured by mmWave phase differences.
To examine the relationship between mmWave and microphone-
recorded audio modalities, we focus on emotion-relevant source
features and analyze their correlation. We apply iterative adaptive
inverse filtering (IAIF) [5] to both signals to extract the audio-
derived glottal flow and compute glottal-source linear predictive
coefficients (LPCs) for both modalities [25]. As shown in Fig. 27, the
mmWave-captured vocal signal and audio glottal flow share the
fundamental frequency and partial harmonics, showing strong con-
sistency. Furthermore, the glottal-source LPCs from both modalities
achieve an average cosine similarity of 0.81 across ten female and
ten male participants, highlighting the value of mmWave-extracted
vocal features for emotion recognition.
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Figure 28: Signal smoothing process. (a) Spectral leakage caused by phase discontinuities at window edges; (b) phase difference
signal after smoothing.

A.2 mmWave Signal Processing Pipeline
A.2.1 Details of Vocal-Intensive Bin Selection. According to the
range resolution 𝑑res = 𝑐

2𝐵 , a radar bandwidth 𝐵 of 3.6 GHz yields
a resolution of 0.042 m. Empirically, a neighborhood size of 𝑁 = 7
adjacent range bins covers roughly 0.3 m, accommodating the typi-
cal extent of user motion in daily use. As described in Section 3.1.1,
we first locate the range bin 𝑟max with the highest energy and de-
fine its IQ neighborhood Nneigh. The following provides the full
implementation details of vocal-intensive bin selection, including
the vocal energy estimator and the smoothing process.
Vocal Energy Estimator. The vocal vibration frequencies cap-
tured by radar typically remain below 1000 Hz. Therefore, within
a time window 𝑊 set to 0.2 s, each phase difference sig-
nal computed from Nneigh is filtered into three sub-bands: 80-
250 Hz, 250-500 Hz, and 500-1000 Hz. These filtered signals
are denoted as {Δ𝜙 (1)

𝑠𝑚 ,Δ𝜙
(2)
𝑠𝑚 ,Δ𝜙

(3)
𝑠𝑚 }, where 𝑚 = 1, 2, . . . , 𝑁 .

For each sub-band, we compute its log energy and the to-
tal energy of the full-band signal to form a 4D vector x𝑚 =

[𝑥𝑚,1, 𝑥𝑚,2, 𝑥𝑚,3, 𝐸𝑚]𝑇 , where 𝑥𝑚,𝑖 = log
(∑

𝑡 ∈𝑊
���Δ𝜙 (𝑖 )

𝑠𝑚 (𝑡)
���2) , 𝑖 =

1, 2, 3 and 𝐸𝑚 = log
(∑

𝑡 ∈𝑊
��Δ𝜙𝑠𝑚 (𝑡)

��2) . To model the distri-
bution of vocal features in mmWave phase difference signals,
we adopt a single Gaussian model, defined as 𝑝 (x|𝝁, 𝚺) =

1
(2𝜋 )2 |𝚺 |

1
2
exp

[
− 1
2 (x − 𝝁)𝑇 𝚺−1 (x − 𝝁)

]
, where x ∈ R4 is the fea-

ture vector, 𝝁 ∈ R4 is the mean vector, and 𝚺 ∈ R4×4 is the co-
variance matrix. To initialize the model, we collect mmWave vocal
vibration segments and extract feature vectors {x𝑘 }𝐾𝑘=1. The pa-
rameters are estimated via maximum likelihood as 𝝁 = 1

𝐾

∑𝐾
𝑘=1 x𝑘

and 𝚺 = 1
𝐾

∑𝐾
𝑘=1 (x𝑘 − 𝝁) (x𝑘 − 𝝁)𝑇 . The IQ signal with the most

vocal content is selected as:
𝑆opt = argmax𝑠𝑚∈Nneigh 𝑝 (x𝑚). (10)

To maintain model adaptability under long-term variations in
speech characteristics, we adopt a slow update strategy. When
𝑝 (xopt) ≥ 0.5, the model parameters are updated using a small
learning rate 𝛽 ∈ [10−3, 10−2] as 𝝁new = (1 − 𝛽)𝝁old + 𝛽xopt and
𝚺new = (1 − 𝛽)𝚺old + 𝛽 (xopt − 𝝁new) (xopt − 𝝁new)𝑇 .
Signal Smoothing. However, phase discontinuities at the edges of
consecutive time windows can still introduce spectral leakage, as
shown in Fig. 28(a). To mitigate this, we apply Tukey windowing to
create smooth fade-in and fade-out regions at both ends of the signal.
The signal 𝑆opt is of length 𝑁 , with left and right smoothing regions
of lengths 𝑁in and 𝑁out, respectively. The smoothing window is
defined as:

𝑤 [𝑛] =


𝑤in [𝑛], 1 ≤ 𝑛 ≤ 𝑁in
1, 𝑁in < 𝑛 ≤ 𝑁 − 𝑁out
𝑤out [𝑛 − (𝑁 − 𝑁out)], 𝑁 − 𝑁out < 𝑛 ≤ 𝑁

. (11)

The fade-in and fade-out windows are extracted from a full Tukey
window [115] as follows:

𝑤in [𝑛] = Tukey(2𝑁in, 𝛼) [𝑛], 1 ≤ 𝑛 ≤ 𝑁in,

𝑤out [𝑛] = Tukey(2𝑁out, 𝛼) [𝑛 + 𝑁out], 1 ≤ 𝑛 ≤ 𝑁out .
(12)

The smoothed IQ signal is given by 𝑆opt = 𝑆opt · 𝑤 . As shown in
Fig. 28(b), after signal smoothing, spectral leakage in the phase
difference of the signal is effectively suppressed.

A.2.2 Preliminary Study of Body Motion Demodulation. The phase
difference Δ𝜑𝑣 captures vocal vibrations but is also susceptible to
motion-induced interference. As shown in Fig. 5(a) and (b), motion-
induced components overlap with vocal vibration frequencies, caus-
ing distortion. The relationship between phase difference frequency
𝑓 and subject velocity 𝑣 is expressed as:

𝑣 =
𝜆Δ𝜑

4𝜋𝑇𝑐
⇒ 𝑓 =

2Δ𝑣
𝜆

. (13)

The corresponding acceleration is 𝑎 = 𝜆
2𝑇 𝑓 . With a chirp interval

𝑇 = 100 𝜇s and wavelength 𝜆 ≈ 5 mm, motion-induced frequencies
above vocal fundamentals (e.g., 90Hz [114]) require acceleration
above 2250 m/s2, a physiologically unattainable level, which contra-
dicts our experimental observations. To investigate the cause of the
overlapping distortion, we conducted experiments as follows.
Simulation of Motion Interference. To simulate motion-induced
interference in mmWave radar sensing, we design a hybrid motion
profile comprising: (1) constant linear motion, (2) uniformly decel-
erated motion, and (3) a stationary state. These motion patterns
are used to generate the corresponding Doppler signal. We adopt a
radar configuration with sampling frequency 𝑓𝑠 = 10 kHz, carrier
frequency 𝑓0 = 60GHz, and speed of light 𝑐 = 3×108m/s. The time
index is 𝑡 [𝑛] = 𝑛

𝑓𝑠
, 𝑛 = 0, 1, . . . , 𝑁 − 1. The velocity sequence 𝑣 [𝑛]

is defined over three segments: uniform (𝑁1), uniform deceleration
(𝑁2), and stationary (𝑁3 = 𝑁 − 𝑁1 − 𝑁2) . The motion profile is:

𝑣 [𝑛] =


1.0, 0 ≤ 𝑛 < 𝑁1
1.0 − 𝑛−𝑁1

𝑁2
, 𝑁1 ≤ 𝑛 < 𝑁1 + 𝑁2

0, 𝑁1 + 𝑁2 ≤ 𝑛 < 𝑁

. (14)

The corresponding Doppler frequency is 𝑓𝑑 [𝑛] =
2𝑣 [𝑛]
𝑐 𝑓0. By inte-

grating the frequency over time, the motion-induced IQ signal is
synthesized via phase accumulation:

𝜙𝑑 [𝑛] = 𝜙 [𝑛 − 1] + 2𝜋 𝑓𝐷 [𝑛 − 1] · Δ𝑡, Δ𝑡 =
1
𝑓𝑠
,

𝑠𝑑 [𝑛] = cos(𝜙 [𝑛]) + 𝑗 sin(𝜙 [𝑛]) = 𝑒 𝑗𝜙 [𝑛] .
(15)

We then modulate the recorded static IQ signal sraw [𝑛] with mo-
tion and a radar DC component (𝐷𝐶 = 600), yielding smod [𝑛] =

sraw [𝑛] · 𝑠𝑑 [𝑛] + 𝐷𝐶 . Phase dynamics are extracted as: (1) 𝜃 [𝑛] =
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Figure 29: Motion-induced interference simulation on mmWave signals. (a) Vocal vibrations under static conditions; (b)
Interference from hybrid motion, causing Doppler shifts in IQ signals and overlapping distortion in phase difference due to
combinedmotion and the DC component; (c) Removing the DC componentmitigates overlapping distortion, but simultaneously
removing static reflections introduces spectral leakage.

unwrap (∠ smod [𝑛]), and (2) Δ𝜃 [𝑛] = 𝜃 [𝑛+1]−𝜃 [𝑛], where 𝜃 [𝑛] de-
notes the unwrapped instantaneous phase, and Δ𝜃 [𝑛] is the phase
difference sequence.
Analysis. We record vocal vibrations under static conditions as
a reference (Fig. 29(a)). When motion is introduced, the IQ spec-
trogram in Fig. 29(b) shows that vocal frequencies in smod are
modulated by motion-induced shifts. By analyzing the spectro-
gram of the corresponding phase difference signal (Δ𝜃 ), we observe
motion-induced overlapping distortion, which violates the theoret-
ical relationship in Equation 13. Removing the zero-frequency DC
component from smod eliminates this distortion in Δ𝜃 (Fig. 29(c)).
However, since the DC component overlaps with subsequent static
reflections, direct removal introduces discontinuities and spectral
leakage. These results indicate that DC-motion coupling gener-
ates pseudo-frequencies that cause overlapping distortion. Building
on this, we propose a motion demodulation algorithm that selec-
tively removes the DC component during movement to eliminate
overlap-induced distortion.

A.2.3 Details of the Conditional Smoothed Band-stop Filter. The
filter’s frequency response is designed as:

𝐻bs (𝑓 ) =


0, |𝑓 | ≤ Δ
1
2

[
1 − cos

(
𝜋 · | 𝑓 |−Δ

𝛿

)]
, Δ < |𝑓 | ≤ Δ + 𝛿

1, |𝑓 | > Δ + 𝛿

, (16)

where the stop band is defined as |𝑓 | ≤ Δ, and 𝛿 denotes the
transition band to mitigate spectral leakage from sharp frequency
cutoffs.
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Figure 30: Generalization for unseen users.

A.3 User Queries
To complement the design in Section 4.1.1, Table 5 summarizes
the three query types with concise descriptions and representative
examples (adapted from ok-google.io [37]).

A.4 Breakdown Statistical Results for Human
and LLM Participants

This part reports the per-group statistical analyses for human par-
ticipants and LLM participants. We report Wilcoxon signed-rank
tests and Cohen’s 𝑑 effect sizes across all evaluation metrics and all
task types (T1, T2, T3). The detailed results are provided in Table 6
and complement the aggregated findings described in Section 4.2.1.
Emotional cues generally produce noticeable improvements for

Table 5: Categories of user queries with descriptions and examples.

Query Type Description Examples
Information retrieval Request factual or context-aware information (e.g.,

flight status, weather, general knowledge).
"When will AA125 land?", "Do I need an umbrella for tomorrow?"

Procedural guidance Seek step-by-step instructions or navigation to ac-
complish a task.

"How do I make an Old Fashioned cocktail?", "How do I get to the supermarket
by walking?"

Task execution Directive queries where the user expects the system
to perform an action or trigger a service.

"Show me the appointments for tomorrow.", "Play some music."



Enabling Emotion-Aware Voice Interaction through mmWave Sensing CHI ’26, April 13–17, 2026, Barcelona, Spain

Radar

(a) Distance: 0-0.5 m

Radar

(b) Distance: 0.5-1.0 m

Figure 31: Experimental setup for distance robustness. (a)
mobile-device scenarios (e.g., smartphones); (b) fixed-device
scenarios (e.g., laptops, in-vehicle systems).

Radar

(a) Frontal (b) Top-le� (c) Bo�om-le�

Figure 32: Experimental setup for orientation robustness. (a)-
(c) cover an azimuth of up to approximately 60° and elevations
of up to +15° and -45°, with a radar FOV of around 40°.
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Figure 33: Impact of distance and orientation.

both participant groups, with the strongest effects observed in pro-
cedural guidance and task execution. Minor variations in clarity,
particularly for human participants in T1, are also included.

A.5 Robustness Evaluation of FeelWave’s
Emotion Sensing

To evaluate FeelWave’s performance across diverse scenarios, we
conduct robustness experiments involving unseen speakers, varia-
tions in the distance and user-radar orientation, user movements,
and everyday clothing occlusion.

A.5.1 Generalization for Unknown Users. We collect mmWave data
from 5 unseen volunteers to evaluate generalization performance.
Differences in vocal emotion expression and physiological traits
among volunteers may pose challenges to the generalization of
emotion recognition models based on vocal vibrations. As shown
in Fig. 30, FeelWave achieves an average emotion recognition ACC
of 82.78%, with a maximum of 91.67%. Compared to known users,
its performance decreases due to the limited scale of the mmWave
dataset, but it still demonstrates effective generalization capability.
Furthermore, FeelWave achieves superior generalization, exceeding

the performance of non-distillation methods by approximately 9
percentage points. These results indicate that the cross-transfer
approach can leverage large-scale audio data to guide feature learn-
ing with small-scale mmWave data, thereby achieving superior
generalization.

A.5.2 Impact of Distance and Orientation. We systematically inves-
tigate the impact of the user-device distance, as well as the radar’s
orientation relative to the participant, on FeelWave. The experimen-
tal setups for distance and orientation are shown in Fig. 31 and
Fig. 32, respectively. For distance robustness testing, we define two
ranges: 0-0.5 m and 0.5-1.0 m, corresponding to everyday usage
scenarios for mobile devices (e.g., smartphones) and fixed devices
(e.g., laptops, in-vehicle systems), respectively. For orientation, we
classify the radar’s position relative to the user into three ranges:
Frontal, Top-left, and Bottom-left, covering an azimuth of up to ap-
proximately 60°, elevations of up to +15° and -45°, and a horizontal
and vertical FOV of approximately 40°.

As shown in Fig. 33, the emotion perception performance of
FeelWave slightly decreases with distance but remains above 90%.

Table 6: Cohen’s 𝑑 and statistical significance of human vs. LLM participants across metrics and query types.

Human participants LLM participants

Metric T1 T2 T3 All T1 T2 T3 All

Clarity -0.35∗ 1.20 ✓ 0.65 ✓ 0.37 ✓ 0.02† 0.42 ✓ 0.13† 0.20
Emotional Appropriateness 1.81 ✓ 2.06 ✓ 1.79 ✓ 1.85 ✓ 2.00 ✓ 1.70 ✓ 1.54 ✓ 1.75 ✓

Contextual Relevance 0.89 ✓ 1.41 ✓ 1.48 ✓ 1.18 ✓ 0.57 ✓ 0.50 ✓ 0.61 ✓ 0.55 ✓

Interaction Comfort 1.44 ✓ 1.61 ✓ 1.75 ✓ 1.58 ✓ 1.37 ✓ 1.28 ✓ 1.03 ✓ 1.23 ✓

Overall Satisfaction 1.07 ✓ 1.60 ✓ 1.86 ✓ 1.41 ✓ 1.79 ✓ 1.34 ✓ 1.22 ✓ 1.44 ✓

Note: Each cell reports Cohen’s 𝑑 effect size. Superscript † indicates 𝑝 ≥ 0.05 (not significant). Values in bold with ✓ mark
significant effects with 𝑑 ≥ 0.36 (medium or large).
* For human raters in T1, emotional cues slightly reduce perceived clarity (from 4.36 to 4.14 on average).
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Figure 34: Experimental setup formotion robustness. (a)-(c) include potential
movements of the head, torso, and limbs.
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Figure 35: Impact of user movements.

(a) Scarf (b) Down Jacket (c) Jacket

Radar
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Figure 36: Experimental setup for occlusion robustness. (a)-(c) include occlu-
sion of the vocal cord by everyday clothing of varying thickness.
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Figure 37: Impact of clothing occlusion.

Furthermore, FeelWave demonstrates strong robustness across dif-
ferent orientations, including Frontal, Top-left, and Bottom-left,
maintaining an average ACC and WF1 of 91.78%. In extreme cases,
such as distances exceeding 1 m or when the vocal cord region is
not visible to the radar, the radar cannot capture complete vocal
vibration information. However, such cases are rare in everyday use.
Therefore, FeelWave can be effectively applied in typical mobile-
device scenarios, such as voice interaction on smartphones, as well
as in fixed-device scenarios, such as in-vehicle voice assistants,
where it can robustly perceive emotions under natural usage dis-
tances and orientations.

A.5.3 Impact of User Movements. As shown in Fig. 36, we record
mmWave data during writing, typing, and walking, where the user
exhibits natural movements of the head, torso, and limbs. As shown
in Fig. 35, FeelWave achieves an average ACC of 91.25% and an
average WF1 of 91.21%, demonstrating robustness to natural user
movements. A slight performance drop is observed during the
writing activity, which is attributed to partial occlusion of the vocal
cord region caused by head movements. Overall, the motion-robust
vocal signal extraction algorithm enables FeelWave to maintain
robustness under typical daily movements.

A.5.4 Impact of Clothing Occlusion. To evaluate the performance
of FeelWave under everyday clothing occlusion, we use a scarf, a
down jacket, and a jacket to cover the vocal cord region, as shown
in Fig. 36. As illustrated in Fig. 37, mmWave signals can effectively
penetrate everyday clothing to capture vocal vibrations, enabling
FeelWave to achieve an average ACC of 91.93% and an average WF1
of 91.83%. These results indicate that FeelWave is robust to everyday
clothing occlusion while maintaining effective emotion perception.
However, mmWave signals cannot penetrate occlusion caused by
body parts or materials such as metal, under which FeelWave may
fail to operate effectively.

A.6 Interview Details
As described in Section 5.2, the interviews involve 4 university
students aged 23-27, an office worker aged 31, a taxi driver aged
45, a professor aged 51, and a retired senior aged 67, offering per-
spectives that reflect diverse daily routines, emotional needs, and
varying familiarity with AI interactions. Among them, the office
worker and student participants directly interact with FeelWave,
while the others learn about the system through a video demonstra-
tion. In particular, for the retired participant, the demonstration is
accompanied by verbal explanation due to limited prior familiarity
with such applications. We summarize their comments as follows:

Student 1: "I find emotion-aware voice interaction novel and engaging. It
could potentially be extended to applications such as personal digital pets
or other interactive games."
Student 2: "I really enjoy listening to music, and it would be exciting if
the system could recommend songs that match my mood."
Office worker: "My commute and heavy workload often make me anx-
ious. The system detects my urgency and organizes a clear schedule, which
eases my stress."
Taxi driver: "In traffic jams or facing reckless drivers, I get irritated.
This system senses my emotions, helps me relax, and keeps me focused on
driving, reducing impulsive behavior."
Professor: "I like that this system uses emotions to uncover deeper needs
and actually solve problems, rather than just offering verbal comfort. It
would be an interesting extension if it could support multiple users, not
just a personal agent, by linking each member’s emotions and preferences
while accounting for both emotional and individual differences."
Retired senior: "I’m not familiar with this kind of interaction, and I do
get bored at times. If the system could talk with me like a well-informed
friend, sharing recent happenings and keeping me company, I would
welcome it."

These excerpts complement the exploratory analysis by illus-
trating participants’ perspectives on the practical value and future
directions of FeelWave.
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